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## 1 Bayesian Reasoning

Note: When working with an upper case Boolean random variable $X$, you may abbreviate the event $X=$ true by the corresponding lower-case letter $x$. If you do that, make sure the distinction between upper and lower case letters is clear in your writing.

Problem 1.1 (Bayesian Rules)

1. Assume that, in some area, the prevalence of SARS-CoV-2 infections is $1 / 10,000$. Moreover, assume that such an infection causes a cough half the time, and that in general on any given day 1 person out of 1,000 is coughing. Apply Bayes' rule to determine the probability that someone who coughs is infected.
2. Assume three random variables $A, B, C$ such that $A$ and $B$ are conditionally independent given $C$. You know

- the probability distribution of $C$,
- the conditional probability distribution of $A$ given $C$,
- the conditional probability distribution of $B$ given $C$.

In terms of the above, give the formula for the probability distribution of $C$ given the event $A=a, B=b$.
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## Problem 1.2 (Bayesian Networks)

Consider the following situation:

- You have a rock in your yard, which can feel wet or not.
- Rain may cause humidity in the air.
- Any one of rain, humidity, and whether the lawn was sprinkled may cause the rock to be wet.
- There are no other causal relationships.

You want to model this situation using Boolean random variables $W$ (wet rock), $R$ (rain), $H$ (humidity), and $S$ (sprinkling).

1. You do not know if it rained today and want to determine that by touching the rock. Which variables are the evidence, query, and hidden variables?
2. Give a good variable ordering for forming a Bayesian network for this situation.
3. Give the resulting network.
4. Which of the variables are deterministic? 2 pt
5. Now assume your network is $W \rightarrow R \rightarrow H \rightarrow S$ (which may or may not be a correct solution to 3 . above). How many entries do the conditional probability tables of that network have in total?
6. Now assume a correct network is $W \rightarrow R \leftarrow H \leftarrow S$. Give the formula for

$$
P(R \mid W=\operatorname{true}, S=\text { true })
$$

in terms of the entries of the conditional probability table of that network.
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## 2 Markovian Reasoning

Problem 2.1 (Hidden Markov Models)
Consider the following situation:

- You make weekly observations about your business with a client. Each week business is either good or bad.
- You know this is caused by the mood of your client, who feels either optimistic or pessimistic about the economy.
- You have previously obtained the following information:
- when your client is optimistic, they remain optimistic next week $90 \%$ of the time,
- when your client is optimistic, your business is good $70 \%$ of the time,
- when your client is pessimistic, they remain pessimistic next week $25 \%$ of the time,
- when your client is pessimistic, your business is bad $80 \%$ of the time,
- your client was optimistic two weeks ago with probability $60 \%$.

You want to model this situation as a hidden Markov model with Boolean random variables indexed by week number $w$.

1. Give the state and evidence variables.
2. Is the model stationary?

3 . What order does the model have?
4. Complete the following sentences:
(a) The transition model is given by the matrix

$$
T=\left(\quad \text { where } \quad T_{i j}=P(\quad=j \mid \quad=i)\right.
$$

(b) The sensor model is given by the matrix

$$
M=\left(\quad \text { where } \quad M_{i j}=P(\quad=j \mid \quad=i)\right.
$$

To map Boolean values to matrix indices $i, j$, we use true $=1$ and false $=2$.
5. Your business was good last week $(w=1)$ and bad this week $(w=2)$. Give the matrix form of the recursive filtering equation and state precisely which concrete values to plug in to obtain the probability distribution of your client's current mood at $w=2$. (You do not have to actually compute the distribution.)
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# Problem 2.2 (Markov Decision Processes) 

1. Give an optimal policy $\pi^{*}$ for the following MDP:

- set of states: $S=\{0,1,2,3,4,5\}$ with initial state 0
- set of actions for $s \in S: A(s)=\{-1,1\}$
- transition model for $s, s^{\prime} \in S$ and $a \in A(s): P\left(s^{\prime} \mid s, a\right)$ is such that
$-s^{\prime}=(s+a) \bmod 6$ with probability $2 / 3$,
$-s^{\prime}=(s+3) \bmod 6$ with probability $1 / 3$.
- reward function: $R(5)=1$ and $R(s)=-0.1$ for $s \in S \backslash\{5\}$

2. State the Bellman equation.
3. Complete the following high-level description of the value iteration algorithm:

- The algorithm keeps a table $U(s)$ for $s \in S$, that is initialized with
- In each iteration, it uses the
in order to
- $U(s)$ will converge to the

This page was intentionally left blank for extra space

## 3 Learning

Problem 3.1 (Decision Trees)
You observe the values below for 6 different football games of your favorite team. You want to construct a decision tree that predicts the result.

| $\#$ | Day | Weather | Location | Opponent | Result |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | Monday | Rainy | Home | Weak | Win |
| 2 | Monday | Sunny | Home | Weak | Win |
| 3 | Friday | Rainy | Away | Strong | Loss |
| 4 | Sunday | Sunny | Home | Weak | Win |
| 5 | Friday | Cloudy | Home | Strong | Draw |
| 6 | Sunday | Sunny | Home | Strong | Draw |

1. Assume you choose attributes in the order

Opponent, Location, Weather, Day.
Give the resulting decision tree.
2. How does the information-theoretic algorithm choose an attribute?
3. Without using the above observations, give the formula for the information gain of the attribute Opponent.
4. Using the above observations, give the results of

- $I(P($ Result $))=$
- $P($ Result $=$ Loss $\mid$ Opponent $=$ Strong $)=$

You do not have to compute irrational logarithms.
5. Give a minimal set $A$ of attributes such that $A \succ$ Result holds for the above observations.

2 pt
6. Explain why or why not the determination Day, Weather $\succ$ Result holds for the above observations.
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## Problem 3.2 (Neural Networks)

Consider the neural network below where units 1,2 are inputs, unit 5 is output, weights are given by the labels on the edges, and units $3,4,5$ are perceptron units with activation function $T(x)=1$ for $x>0.5$ and $T(x)=0$ otherwise.


1. Is it recurrent?
2. How many hidden layers does it have?
3. Give the formula for the activation $a_{3}$ of unit 3 in terms of the inputs $a_{1}$ and $a_{2}$ and the weights $w_{i j}$.
4. Assume $w_{i j}=1$ for all weights $w_{i j}$ and $a_{1}=a_{2}=1$. What is the resulting output $a_{5}$ ?
5. Assume $a_{1}, a_{2} \in\{0,1\}$ and $w_{13}=w_{23}=1$. Choose appropriate values for the other weights such that the network implements the XOR function, i.e., $a_{5}=a_{1} X O R a_{2}$.

4 pt
6. Complete the high-level description of the back-propagation algorithm on the next page.

To learn a target function $a_{5}=f\left(a_{1}, a_{2}\right)$, do the following for each input to $f$ : - compute the

- determine the error between
and propagate
- use the propagation results to update


## 4 Natural Language Processing

Problem 4.1 (Trigram Models) 5 pt
1 pt

1. How many trigrams does a language with 10 words have?
2. Explain informally how we can obtain a trigram model for a language $L$.
3. Name two applications of trigram models.

## Problem 4.2 (Information Retrieval)

Consider the following two texts

- $d_{1}$ : "Information retrieval is hard."
- $d_{2}$ : "Machine learning is very, very hard."

Let $D=\left\{d_{1}, d_{2}\right\}$.
Below we use alphabetical order for the vector components:
hard, information, is, learning, machine, retrieval, very
Simplify all results much as possible but without introducing approximate values.

1. Give the vector $t f\left({ }_{-}, d_{2}\right)$.
2. Give the vector $i d f\left(\_, D\right)$.
3. Let $q$ be the query consisting of the word "retrieval". Give the value $t f i d f$ (retrieval, $q, D$ ).

2 pt
4. How can we use $t$ fidf for choosing how to rank the texts in $D$ for the query $q$ ?
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