
Assignment9 – Learning
Given: June 27 Due: July 2

Problem 9.1 (Neural Networks in Python)
Implement neural networkss in Python by completing the implementation of

network.py at https://kwarc.info/teaching/AI/resources/AI2/network/.

Hint: You can test your implementationwithtest.py. Note thattest_train_xor_gate
may occasionally fail for a correct solution because it is randomized.

Problem 9.2 (Passive Reinforcement Learning)
Consider the example on Passive Learning in 4 × 3 world from the slides.
1. Give the transitionmodel to the extent that it can be learned from these trials.
2. How could we learn the entire model?
3. How would we proceed to learn the utilities of the states?

Problem 9.3 (Active Reinforcement Learning)
Consider reinforcement learning in an unknown non-deterministic environ-

ment.
1. Explain the difference between a passive and an active agent.
2. What is the critical trade-off in designing an actively learning agent?

Problem 9.4 (Competition (due September 15))
Implement an agent that explores the FAULumpus world – a variant of the

Wumpus World localized to Erlangen and the FAU. The FAULumpus world is on
a 12 × 8 grid. You can explore any square that is adjacent to a square you have al-
ready explored. For example, if you have explored squares (0, 0), (0, 1), (1, 0), you
could next explore the square (0, 2). On some of the squares you can find sights.
Your goal is to find as many sights as possible without dying. If you find 𝑛 sights
and then stop the exploration, you get 𝑛2 points. But if your agent dies, you get
0 points. Your agent dies if it steps onto a square with the Wumpus or if it steps
onto a square that has a pit. As a warning sign, there is a smell or a breeze on the
neighboring squares.
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You can compete with your agent on our server. Your agent’s evaluation will be the
maximum average score of 1, 000 consecutive games. Since we will not run your
agents ourselves, you may use any libraries and programming languages you want.
To submit your agent, use the studon submission slot. Your submission must in-
clude:

• Your agent’s name and password
• The code for your agent
• A short description of how your agent works (≊ 1 page)

The deadline for submission is September 15.

Your grade will be up to 2 percentage points of bonus. (The quizzes contribute 10
percentage points, and everybody’s total bonus is capped at 10.) The gradingwill be
based on how well your agent performs on the server. Currently, we are planning
something along these lines:

• You get 0.5 points, if the average score is above 1
• You get 0.9 points, if the average score is above 2
• You get 1.0 points, if the average score is above 3
• Additionally, the 10 best agents will receive 0.1 to 1.0 bonus points, based on
the placement.

• You will get fewer points if the agent description is missing or unintelligible.

These competitions are always a little bit experimental. Therefore, it is possible that
we may have to change the setup or evaluation/grading criteria a little if things go
wrong. In particular, we do not know how stable the server will be and there may
be down times etc. For the same reason, please avoid any excessive load on the
server.

All further details will be posted on studon.
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