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Abstract. In this paper we describe the first ideas for formalizing a com-
munication protocol for mathematical services based on KQML (Knowledge
Query and Manipulation Language) and OMRS (Open Mechanized Rea-
soning Systems). The claim is that the interaction level of a communication
protocol for mathematical services can be relatively generic (hence KQML
suffices), as long as the ontology of the computational behavior and inter-
nal state of the mathematical services is sufficiently expressive and concise
(which we have in OMRS ).

The material presented in this paper is a first exploratory step towards
the definition of the interaction level in OMRS, supplies a concrete syntaz
based on the OPENMATH standard, and gives a semantics to communica-
tion of mathematical services in distributed theorem proving and symbolic
computation environments.

1 Introduction

It is plausible to expect that the way we do (conceive, develop, commu-
nicate about, and publish) mathematics will change considerably in the
next ten years. The Internet plays an ever-increasing role in our every-
day life, and most of the mathematical activities will be supported by
mathematical software systems (we will call them mathematical services)
connected by a commonly accepted distribution architecture, which we will
call the mathematical software bus. We have argued for the need of such
an architecture in [13], and we have in the meantime gained experiences
with prototype systems (the MATHWEB software bus [14] (MATHWEB-
SB) and the LoGic BROKER ARCHITECTURE [5] systems); other groups
have conducted similar experiments [15, 10] based on other implementation
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Figure 1. Artificial Communication: KQML and the OSI Reference Model

technologies, but with the same vision of creating a world wide web of co-
operating mathematical services. In order to avoid fragmentation, double
inventions and to foster ease of access it is necessary to define interface
standards for MATHWEB.! In [13], we have already proposed a protocol
based on the agent communication language KQML [12] and the emerging
Internet standard OPENMATH [8, 28] as a content language (see Figure 1).
This layered architecture which refines the unspecific “application layer” of
the OSI protocol stack is inspired by the results from agent-oriented pro-
gramming [19, 18], and is based on the intuition, that all agents (not only
mathematical services) should understand the agent communication lan-
guage, even if they do not understand the content language, which is used
to transport the actual mathematical content. The agent communication
language is used to establish agent identity, reference and in general
model the communication protocols. The content language is used for
transporting the mathematical content.

In this paper, we refine the communication protocol proposed for M ATH-
WEB based on the experiences gained since [13]. The problem with that
proposal was that pure OPENMATH [8] is too weak as a content language,
since it is geared towards the representation of mathematical objects, which

IWe will for the purposes of this paper subsume all of the implementations by the
term MATHWEB, since the communication protocols presented in this paper will make
the constructions of bridges between the particular implementation simple, so that the
combined systems appear to the outside as one homogenous web. There is a joint effort
underway to do just that at http://www.mathweb.org
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is sufficient for content communication among symbolic/numeric computa-
tion services, but not for reasoning services. In [22] the second author has
presented an extension ®Doc¢ (OPENMATH Documents) of OPENMATH by
primitives for document structure, theory management, and proofs, arriv-
ing at a (structured) specification language for symbols, definitions, theo-
rems, theories, etc. which make up the content reasoning services need to
communicate about. Yet, this is still not sufficient to specify the interaction
of mathematical services on MATHWEB; this is where the KQML kicks in.
In fact, KQML was developed exactly for the purpose of agent interaction,
assuming that the content layer has already been specified.

However, in order to build a protocol based on something as general
as the KQML we need a way to specify the state and the strategies of
the mathematical services themselves. This is exactly what the OMRS
framework has been developed for: to supply a specification framework for
mathematical software systems. In OMRS, a mathematical software sys-
tem is structured in three layers: the logic layer (specifying the deductive
machinery), the control layer (specifying the strategies for controlling in-
ference), and the interaction layer (specifying the interaction capabilities
of the mathematical software system with others and with humans).? The
main claim of this paper is that the interaction level of a communication
protocol for mathematical services can be relatively generic (hence KQML
suffices), as long as the ontology of the computational behavior and inter-
nal state of the mathematical services is sufficiently expressive and concise
(which we have in OMRS).

The plan of the paper is as follows. In Section 2, we briefly review
KQML and present a simple ontology for reasoning services in MATHWEB
(Section 2.1). In Section 3, we hint the main concepts of the OMRS
framework. Then, in Section 4, we put together KQML and OMRS to
validate our claim on a significant example. In Section 5 we discuss a
migration path for the existing MATHWEB software bus implementations
towards a joint architecture based on the protocol presented in this paper.
Finally, in Section 6, we draw some conclusions.

2 The KQML and MATHWEB

KQML, the Knowledge Query and Manipulation Language,® is a language
and protocol for exchanging information and knowledge among software

2The OMRS framework initially conceived to specify deduction systems has been
extended to support the specification of computer algebra systems in [6]. For the sake
of simplicity in this paper we use the original OMRS framework.

3More information can be obtained from http://www.cs.umbc.edu/kqml.
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Figure 2. Semantics of KQML performatives

agents. It is both a message format and a message-handling protocol and
can be used as a language for an application program to interact with an
intelligent system or for two or more intelligent systems to share knowledge
in support of cooperative problem solving.

KQMmL focuses on an extensible set of performatives, which defines the
permissible operations that agents may attempt on each other’s knowl-
edge and goal stores. The performatives comprise a substrate on which
to develop higher-level models of inter-agent interaction such as contract
nets and negotiation. Following [24], KQML performatives can be modeled
as actions which modify the cognitive states of the agents. The cognitive
states of the agents can be modeled by means of the predicates:

e bel(A, X) asserts that X is true for agent A (where X is a state-
ment about the application domain), or equivalently that X is in the
(virtual) knowledge base of A.

e know(A,Y) asserts that Y is known to be true by A. (Here and
below Y is a statement about the cognitive states of the agents).

e want(A,Y) asserts that A desires the state described by Y to occur.

e intend(A,Y) asserts that A has every intention of achieving the state
described by Y.

Notice that while the meaning of know, want, and intend is fixed, the
meaning of bel depends on the application. The semantics of KQMI perfor-
matives is given in terms of the preconditions and postconditions describing
the applicability conditions and the effect of the performatives respectively.
A (simplified) account of the semantics of the ask-if and tell performa-
tives is given in Figure 2. (The specification of the deny performative can
be obtained from that of tell by replacing every occurrence of bel(A, X)
with —bel(A, X).)



In addition, KQMTL provides a basic architecture for knowledge sharing
through a special class of agents called communication facilitators which
coordinate the interactions of other agents.

det rm ned
? ble negatlon saw
va 1d properly sat unsatirﬁable
proof mo el counter-model counter-proof
m

state | For input formula F reasoning system R has
proof found a proof for F'
model constructed a model for F'
mcm constructed models for both F' and —F
counter-model constructed a model for —F
counter-proof found a proof for —F'.
valid determined that F'is valid by some method
properly-sat determined that F'is neither valid nor unsatisfiable
unsatisfiable determined that F is unsatisfiable (<= —F valid)
satisfiable determined that F is satisfiable (has a model)
negation-satisfiable | determined —F is satisfiable (has a model)
determined determined one of the above

Figure 3. States of Mechanized Reasoning Systems

2.1 Reasoning Services in MATHWEB

A MATHWEB reasoning service is a mechanized reasoning system that tries
to determine whether a given logical formula is valid (satisfied by all mod-
els), satisfiable (satisfied by some models), or unsatisfiable (not satisfied
by any models). Automated theorem provers typically try to determine
validity (theorem-hood) of a formula F* by finding a proof for F, or try-
ing to refute the satisfiability of its negation —=F. Model generators try to
follow a dual approach, they try to construct a model for a formula F'; if
they succeed, then F'is shown to be satisfiable, if they fail, exhausting all
possibilities, then F' is unsatisfiable.

4This will in general be of the form Ay A ... AN A, = C, where the A; are the
assumptions (e.g. supplied by some background theory) and C the conclusion.
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<achieve sender="A"
receiver="kqml-xml://mathweb.org#atp"
reply-with="id1"
language="0penMath">
<0OMOBJ><0OMA><0MS cd="reasys" name="determined">F'</0MA></0OMOBJ>
</achieve>

<subscribe sender="A"
receiver="kqml-xml://mathweb.org#atp
reply-with="id2"
language="0penMath">

"

<ask-if

receiver="kqml-xml://mathweb.org#atp
reply-with="id3"
language="0penMath">
<0OMOBJ><0OMA><OMS cd="reasys" name="valid">F'</0MA></0MOBJ>
<0OMOBJ><0OMA><OMS cd="reasys" name="proper-sat">F'</0MA></0MOBJ>
<0OMOBJ><0MA><OMS cd="reasys" name="unsatisfiable">F'</0MA></0OMOBJ>
</ask-if>
</achieve>

Figure 4. Querying a reasoning System for semantic status of F’

In MATHWEB we use the simple general hierarchy of states of mech-
anized reasoning systems to interact with the systems in KQML, which is
shown in Figure 3. With this ontology, it is simple to communicate with
all sorts of automated reasoning systems in KQML. For instance, the mes-
sages in Figure 4 are the normal way to request a judgment about the
theorem-hood of a formula F.

Upon receiving the first message, the service atp at mathweb.org,” will
try to determine the semantic status of the formula F by, e.g., concurrently
starting one or several theorem provers and model generators in order to
achieve the determined status. Upon receiving the subscribe message, it
responds with an appropriate message (as if processing the ask-if message,
most likely with a tell message) immediately after the status has been
determined.

Querying an automated theorem proving system for a proof is simi-
lar, only employing an ask-one message using the more concrete statuses
model, proof, counter-model, counter-proof, or mcm. These are defined
in a special OPENMATH content dictionary reasys (CD, see the refer-
ences in the OPENMATH symbols OMS in Figure 4), which is available from
http://www.mathweb.org/omdoc/cd/reasys.ocd.

51t speaks the XML representation of KQML described in this paper, as we see by the
prefix xml-kqml, so the representation of the messages is appropriate.



3 An Overview of OMRS

An OMRS specification consists of three layers: the logic layer (specifying
the assertions manipulated by the system and the elementary deductions
upon them), the control layer (specifying the inference strategies), and the
interaction layer (specifying the interaction of the system with the environ-
ment). Notice that this layering allows for an additional and complemen-
tary way to structure the specifications w.r.t. the standard approach based
on modularity. This domain-specific feature of the OMRS specification
framework is fundamental to cope with the complexity of functionalities
provided by state-of-the-art implementations.

The Logic Layer. The logic layer of an OMRS specification describes
the assertions manipulated by the system and the elementary deduction
steps the system performs upon such assertions. For example, a resolution-
based theorem prover may manipulate first-order clauses by resolving and
factorizing them. As another example, a linear arithmetic decider may ma-
nipulate polynomial inequalities by cross-multiplications and sums. At the
logical level, the computations carried out by the system amount to con-
structing and manipulating structures consisting of assertions connected
through elementary deduction steps (like proof trees). The key concept of
the logic layer is that of reasoning theory. Roughly speaking, a reasoning
theory (RTh) [16] consists of a set of sequents (i.e., assertions) and a set of
inference rules over such sequents. An RTh defines a set of reasoning struc-
tures, i.e. graphs labeled by sequents and rules. The notion of reasoning
structure generalizes the standard concept of derivation so as to capture,
e.g., provisional reasoning and sub-proof sharing.

The Control Layer. Most real-world systems carry out their control
strategies by making use of non-logical information, used exactly for con-
trol purposes. Examples of such control information are some history about
how an assertion was produced, the number of times a certain inference
step has been applied, the order in which some assertions must be selected
for applying some reasoning steps, etc. Control information is used and
modified during computation, at the same time as logical inferences are
performed. The control layer of an OMRS specifies how reasoning sys-
tems manipulate the logic information, i.e., which strategies are used to
select and apply the inference steps at each point of the computation. The
concept of Annotated Reasoning Theories formalizes the control layer: It
accounts for the simultaneous manipulation of logic and control informa-
tion. More precisely, an annotated reasoning theory consists of a reasoning



theory and an erasing mapping. The sequents of the reasoning theory asso-
ciated to the annotated reasoning theory are (annotated) sequents over an
extended syntax which encode both logic and control information; the in-
ference rules specify how such information is manipulated by the reasoning
system. Finally, the erasing mapping specifies what is the logical content
of the annotated sequents. The interested reader is urged to see [1] for a
complete discussion of the control layer of the OMRS framework.

Both reasoning theories and annotated reasoning theories can be glued
together yielding composite reasoning theories and annotated reasoning
theories respectively.

The Interaction Layer. The OMRS interaction layer specifies the in-
teraction of the reasoning system with the environment. At present only
exploratory work has been carried out on this (see, e.g., [29, 3]) and a
rigorous development of the interaction layer is part of the future work.
The work described in this paper is a first exploratory step towards the
definition of the interaction level in OMRS.

4 Constraint Contextual Rewriting as a Case Study

We show the applicability of our ideas by specifying a distributed version
of Constraint Contextual Rewriting (CCR, for short) [2, 4]. We do this
by first providing an OMRS specification of CCR (adapted from [1]) and
then by describing an agent-oriented architecture for CCR obtained by
turning the decision procedure into an autonomous agent which interacts
with the simplifier via KQML performatives. We will show that the OMRS
specification plays a fundamental role in the specification of the agent-
oriented architecture.

CCR extends traditional conditional rewriting by exploiting the func-
tionalities of a decision procedure as described in [4, 2]. We illustrate CCR
by means of a simple example. Let us consider the problem of simplifying
the clause a < 1V f(a) = a using the following fact as a conditional rewrite
rule:

r>0= f(z)==z (1)

where < and > are the the standard ‘less-than’ and ‘greater-than’ relations
over the integers (resp.) and f is an uninterpreted function symbol. The
basic step of the simplification process is to select a literal (called the focus
literal) from the clause and start rewriting it, while assuming the negation
of the remaining literals (called the context). For the clause above, let
f(a) = a be the focus literal and {a £ 1} be the context. Application of
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(1) turns the focus literal into the identity a = a, under the proviso that
the instantiated condition, namely a > 0, is entailed by the context. This
can be established by means of a decision procedure for linear arithmetics
by asking the decision procedure to check the satisfiability of the sets of
literals obtained by adding the negation of the condition to the context,
namely {a ¥ 0,a £ 1}. The simplification activity concludes that the
identity a = a is true by rewriting.

4.1 An OMRS Specification of CCR

An OMRS specification of CCR can be given by an annotated reasoning
theory resulting from the combination of three annotated reasoning theo-
ries® each modeling a distinct reasoning module: the top level simplification
loop (simp), the rewrite engine (cr), and the decision procedure (cs). The
functional dependencies between the modules are depicted in Figure 5.(a).
simp takes a clause (cl) and returns a simplified clause (cl’). cr performs
conditional rewriting on the input literal (1) by using cs as rewriting con-
text and returns a rewritten literal (I'). cs takes a conjunction of literals
cnj and a context cs as input and returns a new context c¢s’ obtained by
extending cs with the literals in cnj.

The annotated reasoning theory for the overall simplification activity is
the following (for details, see [1]). The sequents have the following forms:

e cl— cl’ asserts that clause ¢l’ (modeled as a finite set of literals)

simp
is the result of simplifying clause ¢,

e cs 1l —¢cr ' asserts that literal I’ is the result of rewriting [ using cs
(also called constraint store) as context,

e cnj :: cs —rcs cs', asserts that cs’ is the result of extending ¢s with the
literals in enj, cs-init(cs), asserts that cs is the “empty” constraint
store, cs-unsat(cs) asserts that c¢s is an inconsistent (w.r.t. the theory
decided by the decision procedure) constraint store, and

e | < [’ asserts that the literal [ is smaller than the literal I’ w.r.t. a
simplification ordering (see, e.g., [11] for a definition).

Let R be a set of conditional equations of the form ¢nj = (s = t), where
cnj is a set of literals intended conjunctively. The rules of the annotated

5For the lack of space we confine ourselves to specifying the control layer and provide
an informal explanation of the logic content. The interested reader may consult [1] for
the details.
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In: ¢
Out: o’
'
simp. simp
In: ¢, cs
e reset |
Out: cs tell (P) |
ask-if (1)

In: csl cs
Out: I’ cs

cr

tell(l) |
deny(1)
Out:  true (or failure)
In: csl cr

(a) (b)
Figure 5. A control-level specification (a) and an agent-based architecture (b)
of the case study

reasoning theory are the following:”

1-t 1-fal
c U {true} —simp {true} RS U {false} —simp ¢! ciTratee

cs-init(esg) el i esg —cs es es il —er I
cdu{l} —simp ¢l U {U'}

cl-simp

Rules cl-true and cl-false specify how to simplify a clause when true
and false are in it, respectively. Rule cl-simp says that a literal [ in a
clause ¢l U {l} can be replaced by a new literal I’ obtained by rewriting [ in
context cs (premise cs :: | —¢r I'), where cs is obtained by extending the
empty rewriting context csy (premise cs-init(csg)) with the negated literals
in ¢l (premise cl :: csy —>cs cs).

{I} :: cs —¢cs s’ cs-unsat(cs’)
cs i |l —cr true

cxt-ent

cs enjo —cr O to], < 1soly
cs : l[soly —cr U[to]y

crew

for each conditional rewrite rule cnj = (s = t) in R. c¢s:cenj —cr 0
abbreviates c¢s :: | —¢r true, for all | € enj and s[lo],, denotes the expres-
sion obtained from s by replacing the sub-expression at position v with
lo. Rule cxt-ent asserts that a literal | can be rewritten to true in the
rewrite context cs if the result of extending cs with the negation of [ yields

7If_l is an atomic formula, then I stands for —I; if [ is a negated atom of the form —m,
then [ abbreviates m. If cl is a set of literals, then ¢l abbreviates {l | { € cl}.
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| reset(A,B) |
Pre:
Post: bel(B,c) iff ¢ € esg where ¢sg is s.t. cs-init(csp)

Figure 6. Semantics of the reset performative

an inconsistent rewrite context (premise cs-unsat(cs’)). Finally, rule crew
says that the sub-expression so at position u in the expression [ can be
rewritten to to in the rewriting context cs if cnj = (s =t) € R, o is a
ground substitution s.t. the literal /[to],, is <-smaller than I[so], (premise
l[to]y < [so]u), and the instantiated conditions cnjo are entailed by the
rewriting context ¢s (premise c¢s :: enjo —cr ().

4.2 An Agent-Oriented Architecture for CCR

As depicted in the schema of Figure 5.(b), the agent-oriented architecture
for CCR consists of two agents which interact by exchanging KQML mes-
sages. The agent on the left of Figure 5.(b) encapsulates the top level
simplification loop (simp) and the rewriter (cr) whereas the agent on the
right encapsulates the decision procedure (cs).®

The protocol consists of the repeated application of the following pat-
tern of interaction. Whenever simp tries to apply rule cl-simp it initiates
the interaction with cs by issuing on the channel a message containing the
reset performative. (The semantics of the reset performative is given
in Figure 6.) This has the effect of initializing the constraint store of cs
(cf. precondition cs-init(esg) in cl-simp). Next, simp sends cs the set of
literals occurring in the context via the message te11(cl)? (cf. precondition
cl i esg —cs ¢s in cl-simp) and finally it asks cr to rewrite the focus lit-
eral (cf. precondition ¢s :: | —¢r I'). cr rewrites the input literal using the
available rewrite rules and in doing this it may ask cs to determine whether
the current focus literal is entailed by the context via the message ask(l).
In reply to this request cs sends back a message of the form tell(l) or of
the form deny(l). (Notice that cr may query cs also when it is trying to
establish the conditions of a conditional rewrite rule.)

In order to complete the description we must specify how the bel pred-
icate is interpreted by the agents. Firstly we require that the decision

8For simplicity, we consider only two agents since we are interested in the interplay
between the ‘simplification’ activity (namely clause simplification and rewriting) with the
logical services provided by the decision procedure. However, the proposed methodology
can easily be adapted to specify agent architectures with three or more agents.

9We omit the first two arguments of the performatives (namely the ‘sender’ and the
‘recipient’) whenever their identity can be inferred from the context.
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procedure trusts the simplifier. This is formalized by the following axiom:
Ve.(bel(simp, ¢) = bel(cs, c))

This fact allows the decision procedure to extend its own knowledge base
using the information issued by the simplifier via the tell performatives.
Secondly we must specify the inference capability of the decision procedure.
This is done by means of the following axiom:

Vp.VesVes'.((bel(cs, p) A bel(cs, cs) A bel(cs,p i cs —vcs ¢s')) = bel(cs, cs'))

where bel(cs, cs) abbreviates A{bel(cs,c) : ¢ € cs} and bel(cs,p :: cs —cs
cs')) states the provability of the sequent p :: ¢s —¢s ¢s' in the annotated
reasoning theory of Section 4.1.

5 Implementation and Interfaces

How can the ideas presented in this paper help with the implementation
and management of MATHWEB? A general interaction protocol based
on Internet standards transforms closed architectures like the MATHW EB-
SB [14] and the LoGgic BROKER ARCHITECTURE [5] systems into an open
MATHWEB architecture. Currently, the former uses the distributed pro-
gramming features provided by the MOZART programming language [27]
for communication, while the latter takes advantage of the communication
functionality provided by CORBA [9]. As a consequence, mathematical
services either have to be embedded into a MOZART agent wrapper, or
have to implement a CORBA interface, or have to do both, if they want to
communicate with services that are not present on both architectures.

In order to achieve a joint system that reuses much of the current func-
tionality in a KQML-based architecture, it is sufficient to augment each of
the systems above by an agent that does the KQMIL-communication and
serves as a bridge. This agent is a KQML facilitator agent that listens to a
given network port (by default the OPENMATH port 1473) and relays KQML
messages to the other agents in its architecture (by MOZART or CORBA
communication). This allows to reuse the existing implementations and
internal communication among agents as well as providing a standardized
interface to the Internet.

Note that this also allows other implementations than the ones listed
above to participate in MATHWEB as long as they implement the same out-
ward appearance (e.g. KQML, OMRS, and ®Doc). To simplify KQMIL mes-
sage passing, we will for the moment identify agent names with transport
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addresses, since agent mobility seems not to be a problem in MATHWEB.
Agent names in MATHWEB are quadruples of the form

(method) : | /{machine):(port)#(agent)

that resemble URLs. For example the name of the broker agent would be
kgml-xml://mathweb.org:1473#broker.

Since @Doc and OPENMATH use an XML representation for mathe-
matical objects, a first step for using KQML in MATHWESB is to supply an
XML encoding of KQML. We have set up an XML document type definition
for KQML (see http://www.mathweb.org/omdoc/dtd/kqml.dtd) based on
the 1997 KQML proposal by Finin and Labrou [25]. Finally, MATHWEB-
SB supports the commonly-used presentation-layer (see Figure 1) trans-
port protocols xml-rpc, http:get/put, and sockets that can be used for
kgml-xml message passing.

6 Conclusion

We have laid down the first ideas for implementing a communication pro-
tocol for reasoning services using KQML and OMRS. The former provides
the high-level performative- and message-layers, while the latter gives the
specification infrastructure for determining (and for the agents to reason
about) the meaning of interactions of reasoning services. Together with
@Doc [23] as a content language, this gives a suitable basis for communi-
cation of mathematical services in MATHWEB [26].

The motivation for this paper and the general approach taken comes
from our experience with the MATHWEB-SB [14] and the LoGic BROKER
ARCHITECTURE [5] systems, and the perceived need for a standardized
interaction layer. Both systems have a largely ad-hoc set of interaction
primitives, following the needs of the growing systems. Conceptually it is
clear, that all of these primitives can be mapped into KQMmL, if we provide
specification schemata for the internal states of reasoning systems, which
we have started in this paper. The next step will be to implement the
communication by kqml-xml. We have already implemented a kqml-xml
interface for MATHWEB. So it only remains to develop a kqml-xml-aware
broker service and a KQML-xml/CORBA bridge.

For other MATHWEB services, such as mathematical knowledge bases
(e.g. the MBASE system [21]) or symbolic computation systems, a corre-
sponding ontology must still be developed, in order to access them via
KqQMmL. For the former, the problem will be relatively simple as the KQML
views agents a virtual knowledge bases anyway, for the latter, a suitable
variant of OMRS has been presented in [17].
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