
Computing Parallelism in DiscourseClaire Gardent and Michael KohlhaseUniversity of Saarbr"uckenGermanyfclaire,kohlhaseg@coli.uni-sb.deAbstractAlthough much has been said about parallelismin discourse, a formal, computational theoryof parallelism structure is still outstanding. Inthis paper, we present a theory which given twoparallel utterances predicts which are the par-allel elements. The theory consists of a sorted,higher-order abductive calculus and we showthat it reconciles the insights of discourse the-ories of parallelism with those of Higher-OrderUni�cation approaches to discourse semantics,thereby providing a natural framework in whichto capture the e�ect of parallelism on discoursesemantics.1 IntroductionBoth Higher-Order Uni�cation (HOU) approaches todiscourse semantics [Dalrymple et al., 1991; Shieber etal., 1996; Gardent et al., 1996; Gardent and Kohlhase,1996] and discourse theories of parallelism [Hobbs, 1990;Kehler, 1995] assume parallelism structuration: givena pair of parallel utterances, the parallel elements aretaken as given.This assumption clearly undermines the predictivepower of a theory. If parallel elements are stipulatedrather than predicted, conclusions based on parallelismremain controversial: what would happen if the parallelelements were others? And more crucially, what con-straints can we put on parallelism determination (whencan we rule out a pair as not parallel?)In this paper, we present a theory of parallelism whichgoes one step towards answering this objection. Giventwo utterances, the theory predicts which of the ele-ments occurring in these utterances are parallel to eachother. The proposed theory has one additional impor-tant advantage: it incorporates HOU as a main compo-nent of parallelism theory thereby permitting an integra-tion of the HOU approach to discourse semantics withdiscourse theories of parallelism. The resulting frame-work permits a natural modelling of the often observed

e�ect of parallelism on discourse semantics [Lang, 1977;Asher, 1993]. We show in particular that it correctly cap-tures the interaction of gapping with parallelism. Moregenerally however, the hope is that it provides an ade-quate basis for capturing the interaction of parallelismwith such discourse phenomena as ellipsis, deaccenting,anaphora and quanti�cation.We proceed as follows. First we present a sort-basedabductive calculus for parallelism and show that it pre-dicts parallel elements. We then show how this abduc-tive calculus can be combined with HOU thus yielding anintegrated treatment of parallelism and discourse seman-tics. We then conclude with pointers to further researchand related work.2 De�ning discourse parallelismIn linguistic theories on discourse coherence [Kehler,1995], ellipsis [Dalrymple et al., 1991] (henceforth DSP)and corrections [Gardent et al., 1996], the notion of par-allelism plays a central role. In particular, the HOU-based approaches presuppose a theory of parallelismwhich precomputes the parallel elements of a pair of ut-terances. For instance, given the utterance pair Jon likesgolf. Peter does too, DSP's analysis of ellipsis presup-poses that Jon and Peter have been recognised as beingparallel to each other.Similarly, discourse theories of parallelism also assumeparallelism structuration. According to [Hobbs, 1990;Kehler, 1995] for instance, there is a class of discourserelations (the resemblance relations) which involve theinferring of structurally parallel propositions and wherearguments and predicates stand in one of the followingcon�gurations:Relation S-Ent T-Ent ReqtsParallel p(~a) p(~b) ai; bi similarContrast p(~a) :p(~b) ai; bi similarp(~a) p(~b) ai; bi contrastiveExempli�cation p(~a) p(~b) ai 2 b1 or ai � biGeneralisation p(~a) p(~b) bi 2 a1 or bi � ai



where ~a;~b represent argument sequences; ai; bi are anyelements of these sequences; and S- and T-Ent are thepropositions entailed by the two (source and target) par-allel utterances. Furthermore, entities are taken to besimilar if they share some reasonably speci�c propertyand contrastive if they have both a shared and a com-plementary property.Again, the parallel elements (ai and bi) are taken asgiven that is, the way in which they are recognised is notspeci�ed. In what follows, we present a computationaltheory of parallelism which predicts these parallel ele-ments. The model is a simple abductive calculus whichcaptures Hobbs and Kehler's notions of parallelism andconstrast as they are given above. We make the sim-plifying assumptions that contrast and parallelism areone and the same notion (we speak of contrastive or c-parallelism) and that the properties p used in determin-ing them are restricted to sorts from a given, domain-speci�c sort hierarchy. Thus we can use sorted type the-ory [Kohlhase, 1994] to model similarity and contrastiveparallelism.2.1 Sorted LogicSorts correspond to the basic cognitive concepts. Logi-cally they can either be seen as unary predicates or asre�nements of the types. The intuition behind this isthat the universe of objects of a type � is subdivided insubsets which are represented by sorts A ; B ; : : :. Sincethese can in turn be subdivided into subsets, the sortsare ordered by a partial ordering relation � in a so-calledsort hierarchy1Just as in the case of types, every formula has a sort,that can be computed from the sorts of the constants andvariables occurring in it. In fact, formulae can have mul-tiple sorts, corresponding to the fact that the intersectionof the sets represented by their sorts can be non-empty.For this paper we assume a �xed �nite set of sorts foreach type. For the base type e, we will use the followingsort hierarchy in our examples.Note that the intersection of the sortsMale and Dogis non-empty, since the constant Spot has both sorts.If we want to make this explicit, we can give Spot theintersection sort Male&Dog. Even though we as-sume the simple sorts (i.e. the non-intersection ones)to be non-empty, the intersection sorts can in generalbe. For instance, the sorts Animate and Inanimateare disjoint, since they are complementary. The exis-tence of complementary sorts allows us to model therequirements for parallel elements quite naturally. TwoformulaeA and B (of any type) are similar if they have1For the purposes of this paper, we assume the sort hi-erarchy to be given. For applications, hierarchies could begenerated from domain representations in KL-ONE like for-malisms commonly used in NL systems.

�NumberAbstractJon0sPenPenInanimateEntity SpotDogAnimalGamegolf Male Female HumanMan WomanAnimateReal Jon MaryFigure 1: Sort hierarchy of type ea common sort; they are contrastive, if they have a dis-tinguishing sort D , i.e. if A has sort D but B has sort:D or vice versa and �nally they are c-parallel, i� theyare both.For instance Jon andMary are parallel, since both areof sort Human, but Jon has sort Man, whereas Maryhas sortWoman = :Man&Human&Female � :Manand therefore Mary also has the distinguishing sort:Man. This supports DSP's analysis ofJon likes golf, and Mary likes golf.For the higher-type, the sort hierarchies of lower typeinduce further sorts: For any sorts A and B of types� and �, A ! B is a functional sort of type � !�. We call sorts that do not contain an arrow basicsorts. Similarly, the sort hierarchy of lower type inducessubsort relations: B ! C � A ! D , is entailed by A � Band C � D . Furthermore, the resulting sorts can befurther subdivided by functional base sorts, i.e. sortsthat do not contain an arrow, but are of functional type.For our examples we will use the following sort hier-archy of type e! e! tsupport oppose like dislikeSocial Friendly :Friendly EmotionalHuman! Human! tFigure 2: Sort hierarchy of type e! e! t2.2 Computation of parallelismGiven the above analysis, the relations support andoppose are c-parallel, since they have both a commonsort (Social) and a distinguishing sort (Friendly).Further, inJon supported Clinton, but Mary opposed him.



parallelism theory should predict that the full �rst ut-terance Jon supported Clinton is c-parallel to the secondnamely, Mary opposed him. However, the sort t doesnot have subsorts that license this. Rather than divid-ing t into cognitively unplausible sorts, we propose anabductive equality calculus that generates all possibleexplanations, why a pair of formulae could be c-parallel,based on the respective sort hierarchies. The calculusmanipulates two equalities =s for similarity and =p forc-parallelism. The inference rules given in �gure 3, givethe derivation from �gure 4 that explains the parallelismin terms of assumed contrastivity and similarity of thecomponents. We have put the justi�cations of the ab-ducibles in boxes. Note that this calculus gives us theAB =p CD(A =p C ^B =s D) _ (A =s C ^B =p D) _ (A =p C ^B =p D)�X:A =p �X:BA =p B �X:A =s �X:BA =s BA =p :BA =s B A =s :BA =p BA::A B::A just� sA =s B A::A B:::A A =s B just� cA =p BA::B ! C B::BAB::C A::A�XBA::BAFigure 3: The abductive Calculus for Parallelismexplanation that Jon supported Clinton is c-parallel toMary opposed him, since Jon is c-parallel to Mary andsupport is c-parallel to oppose and �nally, we can makeClinton and him similar by binding him to Clinton.Of course, there is a similar derivation that makesMary and Jon similar and �nally one that makes supportand oppose similar but Mary and Jon c-parallel. Thuswe have the problem to decide which of the di�erent setsof abducibles is the most plausible.For this it is necessary to give a measure function forsets of abducibles. For instance the three pairsJon =p Peter Jon =p Spot Jon =p �are obviously ordered by increasing plausibility. We ob-serve that this plausibility coincides with the distance(the length of the connecting path) from the least sortsof the objects to common sort. Therefore, our approachis to derive plausibility values for abducibles from thejusti�cations of abducibles by calculating distances inthe sort hierarchies.

o; s :: Socialo :: Friendlys :: :Friendly m; j :: Humanm :: Femalej :: Male c::Males =p o m =p j c =s XMales(j; c) =p o(m;XMale)Figure 4: Jon supported Clinton, but Mary opposed him.3 HOU with ParallelismIn recent approaches to ellipsis [Dalrymple et al., 1991]and deaccenting [Gardent et al., 1996; Gardent, 1997],both parallelism and higher-order uni�cation are centralto the semantic analysis. For instance DSP analyze aVP-ellipsis such asJon likes golf, and Mary does too.as being represented by l(j; g) ^ R(m) where R repre-sents the ellipsis does, whose semantic value is then de-termined by solving the equation R(j) = l(j; g). Themotivation for having j occurr in the left-hand side ofthe equation is that j represents a c-parallel element.This is where parallelism and the assumption of paral-lelism structuration come in. On the other hand, Higher-Order Uni�cation is also essential in that it is used tosolve the equation and furthermore, it is shown to be acrucial ingredient in attaining wide empirical coverage(in particular, it is shown to successfully account for theinteraction of ellipsis with quanti�cation, anaphora andparallelism).However, it is well-known that a pure form of HOUis too powerful for natural language and that a morerestricted version of it namely, Higher-Order ColouredUni�cation (HOCU) is more adequate in that it helpsprevent over-generation i.e. the prediction of linguis-tically invalid readings [Gardent and Kohlhase, 1996].To see this, consider again the example just discussed.Given the stipulated equation, HOU yields two valuesfor R namely, �X:l(X; g) and �X:l(j; g), of which onlythe �rst value is linguistically valid. To remedy this,DSP postulate a Primary Occurrence Restriction(POR): the term occurrence representing the elementwhich is parallel to the subject of the elliptical utter-ance, is a primary occurrence and any solution contain-ing a primary occurrence is discarded as linguisticallyinvalid. For instance, j is a primary occurrence in theequation l(j; g) = R(j), so the solution R = �X:l(j; g) isinvalid. [Gardent and Kohlhase, 1996] show that DSP'sPOR can be expressed within HOCU because it uses avariant of the simply typed �-calculus where symbol oc-currences can be annotated with so-called colours andsubstitutions must obey the following constraint:



For any colour constant c and any c{colouredvariable Vc, a well{formed coloured substitu-tion must assign to Vc a c{monochrome termi.e., a term whose symbols are c{coloured.In this setting the POR can be expressed by coloringthe primary occurrence j with a colour pe but R with acolour :pe. Due to the constraint above, this in e�ect,enforces the POR.More generally, [Gardent and Kohlhase, 1996] arguethat HOCU rather than HOU, should be used for se-mantic construction as it allows a natural modelling ofthe interface between semantic construction and otherlinguistic modules. In what follows, we therefore as-sume HOCU as the basic formalism and show how it canbe combined with the abductive calculus for parallelism,thereby providing an integrated framework in which tohandle parallelism, ellipsis and their interaction.3.1 Abductive Reconstruction ofParallelismAs just mentioned, we need a basic inference procedurethat is a mixture of higher-order colored uni�cation andthe sorted parallelism calculus introduced above. Theproblem at hand is to make colored sorted formulae sim-ilar or c-parallel. For an algorithm ARP we build upon a sorted version of HOCU (which can be obtainedby a straightforward combination of color techniquesfrom [Hutter and Kohlhase, 1995] with sorted meth-ods from [Kohlhase, 1994]) but instead of simply havingequations for sorted ��-equality, we also add the equa-tions for c-parallelism and similarity to the uni�cationproblem as special equations =p and =s.The ARP calculates su�cient conditions for a givenset of input equations by transforming systems of equa-tions to a normal form from which these can be reado�.Decomposition rules consist in those from �gure 3 withthe di�erence that the rule for abstractions transformsequations of the form �x:A =t �y:B to [c=x]A =t [c=y]B,and �x:A =t B to [c=x]A =t Bc where c is a new con-stant, which may not appear in any solution. Further-more, there is a rule for colored constants that decom-poses an equation ca =s cb into the color equation a = b.The variable elimination process for colour variablesis very simple, it allows to transform a set E [ fA = dgof equations to [d=A]E [ fA = dg, making the equationfA = dg solved in the result. For the formula case, elim-ination is not that simple, since we have to ensure thatj�(xA)j = j�(xB)j to obtain a C-substitution �. Thuswe cannot simply transform a set E [ fxd = Mg into[M=xd]E [ fxd = Mg, since this would (incorrectly)solve the equations fxc = fc; xd = gdg. The correctvariable elimination rule transforms E [ fxd = Mg into�(E)[fxd = M;xc1 = M1; : : : ; xcn = Mng, where ci are

all colours of the variable x occurring in M and E , theM i are appropriately coloured variants (same colour era-sure) of M , and � is the C-substitution that eliminatesall occurrences of x from E .Due to the presence of function variables, systematicapplication of these rules can terminate with equationsof the form xc(s1; : : : ; sn) = hd(t1; : : : ; tm). Such equa-tions can neither be further decomposed, since this wouldloose uni�ers (if G and F are variables, then Ga = Fbas a solution �x:c for F and G, but fF = G; a = bg isunsolvable), nor can the right hand side be substitutedfor x as in a variable elimination rule, since the sortswould clash. The sorted, colored variant of Huet's clas-sical solution to this problem is to instantiate xc with ac-monochrome formula that has the right sort Bn ! A(that of xc) and the right head hd (which we assume tohave sort 
m ! A ). These so-called general bindingshave the following form:Ghd = �zA1 : : : zAn :hd(H1e1(z); : : : ;Hmem(z))where the Hi are new variables of sort Bn ! 
i andthe ei are either distinct colour variables (if c 2 CV) orei = d = c (if c 2 C). If h is one of the bound variableszAi , then Ghd is called an imitationbinding, and else, (his a constant or a free variable), a projection binding.The general rule for 
ex/rigid equations transformsfxc(s1; : : : ; sn) = hd(t1; : : : ; tm)g into fxc(s1; : : : ; sn) =hd(t1; : : : ; tm); xc = Ghc g, which in essence only �xes aparticular binding for the head variable xc. It turns out(for details and proofs see [Hutter and Kohlhase, 1995])that these general bindings su�ce to solve all 
ex/rigidsituations, possibly at the cost of creating new 
ex/rigidsituations after elimination of the variable xc and decom-position of the changed equations (the elimination of xchanges xc(s1; : : : ; sn) to Ghc (s1; : : : ; sn) which has headh). This solution for pure equations has to be adaptedto the more general similarity and contrastivity relations=s and =p, where we have to provide further imitationrules. In particular, for an equation XAa U =p hV wehave to allow imitation bindings GkA;a for XAa for anyconstant k that is contrastive to h and analogously for=s.3.2 Gapping and ARPWe now illustrate the workings of ARP by the followingexampleJon likes golf, and Mary too.where the second clause is a gapping clause in that boththe verb and a complement are missing. This exampleclearly illustrates the interaction of parallelism with se-mantic interpretation: if the parallel elements are Jonand Mary, the interpretation of the gapping clause isMary likes golf, but if conversely Jon is parallel to golf,



then the resulting interpretation is Jon likes golf. Al-though the �rst reading is clearly the default, the secondcan also be obtained { in a joke context for instance. Inwhat follows, we show that ARP predicts both the am-biguity and the di�erence in acceptability between thetwo possible readings. Additionally, we show that DSP'sa-priori labelling of occurrences as primary or not pri-mary can now be reduced to a more plausible constraintnamely, the constraint that Mary is a parallel elementwhich has exactly one parallel counterpart in the source(or antecedent) clause.The analysis is as follows. First, we follow DSP andassign the above example the representationl(j; g) ^R(m)where R stands for the missing semantics. However, incontrast to DSP, we do not presuppose any knowledgeabout parallelism in the source utterance and determinethe meaning of R from the equationl(jA; g:A) =p RWoman!t:pe (mpe)which only says that the propositions expressed by Jonlikes Mary and golf too stand in a c-parallel relation2.The rationale for the colors in this equation is thatMarymust be a parallel element in the target utterance. ForJon and golf in the source utterance, we do not knowyet which of them will be a parallel element, but it canbe at most one of them, which we code by giving themunspeci�ed but contradictory colors3. Finally,R gets thecolor :pe, since it may not be instantiated with formulaethat contain primary material (POR).Since the elided material in gapping constructions andVPE may only copy material from the source utterance(and may not introduce new material) we add the con-straint to ARP that =p and =s imitations may only beapplied to equations, where the head is pe-colored. Wecall this the copying constraint for gapping and VPE.It ensures that whenever two elements are similar butnot identical, then they must be primary, since they areparallel.Let us now go through the ARP computation to seethat our analysis obtains exactly the desired readingsand to gain an insight of the mechanisms employedtherein.The initial equation is a 
ex/rigid pair, where only thestrict imitation4 rule is applicable (there is no projection2By contrast, an extension of DSP's analysis to gappingwould posit the equations l(j; g) = R(j) and l(j; g) = R(g)thereby postulating both the parallel elements, and the am-biguity of the gapping clause.3Clearly, this coding is not general enough for the gen-eral case, where there are more than one parallel elements inthe target utterance, we leave a general treatment to furtherwork.4Note the copying constraint is at work here.

binding of sortWoman ! t). So, we obtain the binding�Z:l(H:peZ)(K:peZ), where H and K are new variablesof sort Woman ! Human. Eliminating this equationyields the equationl(jA; g:A) =p l(H:pempe)(K:pempe)which can be decomposed to the equationsH:pempe =p jA K:pempe =p g:AFor the variable H:pe in the �rst equation both the imi-tation binding �Z:j:pe and the projection binding �Z:Zare possible.In the �rst case, we have the equation jA =p j:pe,which entails that A = :pe leaving us with the secondequation (we can eliminate double negations on colors)K:pempe =p gpeAgain we have the possibility of imitate or project. Sincethe imitation binding �Z:gpe forKpe leads to a color clashin gpe =p g:pe, only the projection binding �Z:Z yields asolution, since the resulting equation mpe =p gpe is valid,since golf and mary share the sort Real.If, on the other hand, we choose the projection bindingfor Hpe, then variable elimination yields the equationjA =p mpe, which is valid, since Jon and Mary share thesort Human and which entails that A = pe leaving uswith the second equationK:pempe =p g:peAgain we have the possibility of imitate or project. Thistime, the imitation binding �Z:g:pe forK:pe leads to thetrivialy valid equation g:pe =p g:pe, while the projectionbinding �Z:Z yields the equation mpe =p g:pe, whichmust be unsolvable, since the colors clash.If we collect the bindings, we arrive at the two solu-tions �Z:l(Z; g) and �Z:l(j; Z), which correspond to thereadings Mary likes golf and Jon likes Mary. Note thatsince the similarity of Jon and Mary is stronger thanthat between Mary and golf, the �rst reading is pre-ferred, while the second reading may only be obtained inthe context of a joke. Note also that the use of colours(i.e. the constraint that Mary has exactly one parallelcounterpart in the source) correctly rules out the math-ematically valid solution �Z:l(Z;Z) where Mary wouldbe analysed as contrasting with both Jon and golf.3.3 Controlling ARPClearly, a naive implementation of the ARP calculus assketched above will be intractable, since the set of ab-ducibles is much too large. However, most abducibles arevery implausible and should not be considered at all. Asin all implementations of abductive processes, the search



for abducibles has to controlled, which in turn calls for aquality measure of abduced equations. A standard (butnot very imaginative5) measure would be the conceptualdistance of the sorts justifying the equation, (i.e. thenumber of subsorts crossed to reach the common anddiscerning sorts). In our example, the rating of m =p gis 6, while that of m =p j is 2, justifying the claim thatthe reading Mary likes golf. is more plausible than Jonlikes Mary. Since all other readings are either ruled outby the colors or are even more implausible, e.g. an A�implementation of ARP will only derive these, i� givenan appropriate threshold. Since the aim of this paper isto establish the principles of parallelism reconstruction,we will not pursue this here.4 ConclusionWe have given a sketch of how to develop a computa-tional framework for calculating parallelism in discourse.This approach is based on the HOCU variant of DSP'sHOU account of ellipsis, but unlike that approach doesnot presuppose knowledge about the parallel elements.Instead, it computes them in the analysis.Parallelism can be seen as a�ecting the interpretationof the second of two parallel utterances in mainly twoways: it can either constrain an anaphor to resolve to itssource parallel counterpart (this is the case for instance,in the gapping example discussed above); or it can addto its truth conditional content. For instance, inJon campaigned hard for Clinton in 1992.Young aspiring politicians often support theirparty's presidential candidateparallelism enforces a reading such that Jon is under-stood to be a young aspiring politician and Clinton isunderstood to be Jon's party's presidential candidate.In future work, we plan to investigate these two as-pects in more details. As for the interaction of paral-lelism with binding, one important question is whetherour proposal preserves DSP's insights on the interactionof parallelism with ellipsis, anaphora and quanti�cation.On the other hand, to account for the incrementing ef-fect of parallelism on semantic interpretation, the pro-posal will have to cover the discourse relations of ex-empli�cation and generalisation. Note however that theproposed interleaving between HOU and abductive cal-culus gives us a handle on that problem: mismatches be-tween semantic structures can be handled by having thecalculus be extended to abstract away irrelevant struc-tural di�erences (this would account for instance for thefact that in our example, a temporal modi�er occurs inthe source but not in the target) whereas sorted HOUcan be used to infer information from the most speci�c5Clearly, a more sophisticated measure would include con-cepts like the speci�city of the solution.

common sort (in this case, the sort of young aspiringpoliticians). Finally, it remains to compare our approachwith [Grover et al., 1994] where an account of ellipsis isgiven, which by using �rst-order default uni�cation onfeature-structure semantic representations, also predictswhich are the parallel elements.References[Asher, 1993] Asher, Nick 1993. Reference to abstractobjects in discourse. Kluwer, Dordrecht.[Dalrymple et al., 1991] Dalrymple,Mary; Shieber, Stu-art; and Pereira, Fernando 1991. Ellipsis and higher-order uni�cation. Linguistics and Philosophy 14:399{452.[Gardent and Kohlhase, 1996] Gardent, Claire andKohlhase, Michael 1996. Higher{order coloured uni�-cation and natural language semantics. In Proceedingsof the 34th Annual Meeting of the Association forComputational Linguistics. ACL, Santa Cruz.[Gardent et al., 1996] Gardent, Claire; Kohlhase,Michael; and van Leusen, Noor 1996. Correctionsand Higher-Order Uni�cation. In Proceedings ofKONVENS96. De Gruyter, Bielefeld, Germany.268{279.[Gardent, 1997] Gardent, Claire 1997. Parallelism,HOUand deaccenting. CLAUS Report 85, University ofSaarbr�ucken.[Grover et al., 1994] Grover, Claire; Brew, Chris; Man-andhar, Suresh; and Moens, Marc 1994. Priority unionand generalisation in discourse grammar. In Proceed-ings of the 31th Annual Meeting of the Association forComputational Linguistics.[Hobbs, 1990] Hobbs, Jerry 1990. Literature and Cogni-tion. Number 21 in CSLI Lecture Notes. CSLI.[Hutter and Kohlhase, 1995] Hutter, Dieter andKohlhase, Michael 1995. A coloured version of the�-calculus. SEKI-Report SR-95-05, Universit�at desSaarlandes.[Kehler, 1995] Kehler, Andrew 1995. Interpreting Co-hesive Forms in the Context of Discourse Inference.Ph.D. Dissertation, Harvard University.[Kohlhase, 1994] Kohlhase, Michael 1994. A Mechaniza-tion of Sorted Higher-Order Logic Based on the Res-olution Principle. Ph.D. Dissertation, Universit�at desSaarlandes.[Lang, 1977] Lang, Ewald 1977. Semantik der koordina-tiven verkn�upfung. Studia Grammatika XIV.[Shieber et al., 1996] Shieber, Stuart; Pereira, Fer-nando; and Dalrymple, Mary 1996. Interaction ofscope and ellipsis. Linguistics and Philosophy 19:527{552.


