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Probabilistic Nondeterministic
Labeled Transition Systems

t: X — (PDX)4

We take a
different view:
our semantics Is
based on
automata theory,
algebra and
coalgebra

Trace Semantics
for these systems
Is usually defined
by means of
schedulers and

resolutions

WARNING: In this talk, we will present our theory in its simplest possible form,
hiding all category theory




Nondeterministic Automata

(0,t): X — 2 x (PX)4
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Language Semantics

NFA = LTS + output
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Determinisation for
Nondeterministic Automata

(0,t): X — 2 x (PX)A (o*, th): PX — 2 x (PX)4
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[S](e) = o*(S)
Sl(aw) = [#*(S)(a)](w)




Probabilistic Automata

(0,t): X — [0,1] x (DX)4
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Probabilistic Language
Semantics

Rabin PA = PTS + output




Determinisation for
Probabilistic Automata

(0,t): X — [0,1] x (DX)A _> (of,t): DX — [0,1] x (DX)4
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Toward a GSOS semantics

In the determinisation of nondeterministic automata we
use terms built of the following syntax

s, t = %, s®t, x e X

to represent states in PX

In the determinisation of probabilistic automata we
use terms built of the following syntax

s,t = s+,t, x € X forall pel0,1]

to represent elements of DX



GSOS Semantics for
Nondeterministic Automata

— s s t3¢ — Sibl ti/bQ

N sOtS st * Lo S Dt by Libs




GSOS Semantics for
Probabilistic Automata

s gt A Slg  tlg

S+pt Ry +, t/ S+pt ¢p.q1+(1_p).q2




The Algebraic Theory of
Semilattices with Bottom

s, t = %, sdt, r e X

A
oy er 2 r6@ye:r)
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rox = x

The set of terms quotiented by these axioms is isomorphic to PX

this theory is a presentation for the powerset monad



The Algebraic Theory of
Convex Algebras

s,t = s+,t, x€ X forall pel0,1]

(Ap)
(z Tq y) Tp?Z = T tpg (Y ‘|'pl(1__;g> z)
(Cp)
T +pyY — Y+1-pT
(Ip)
X —|—p X — X

The set of terms quotiented by these axioms is isomorphic to DX

this theory is a presentation for the distribution monad



Probabilistic Nondeterministic
Language Semantics ?




Algebraic Theory
for Subsets of Distributions ?

* For our approach it would be convenient to have a theory presenting
subsets of distributions

- Monads can be composed by means of distributive laws, but,
unfortunately, there is no distributive law between powerset and

distributions (Daniele Varacca Ph.D thesis) w
convexity IS

the key |

» Other general approach to compose monads/algebraic theories fall

* QOur first step is to decompose the powerset monad...



Three Algebraic Theories

Nondeterminism @ Probability —|— D
A (Ap)
(zDy) D= 2 @ (yD=z) (T +qy) +pz = x+pq(y+pl<1__;g>z)

(©) (Cp)

rTDY = yor T +py = Yt+i-px
() (Ip)

Tr D = x T +pZ = x

Monad: P, Monad: D

Algebras: Semilattices Algebras: Convex Algebras

Termination X

NO axioms

Monad: - + 1
Algebras: Pointed Sets




The Algebraic Theory of

Convex Semilattices
D +,

A Ap
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T Pbx — X X +p T — xX

(D)
(x@y)‘|‘pz = (:C—I—pz)@(y—l—pz)

Monad (': non-empty convex subsets of distributions

convexity comes from the following derived law
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Adding Termination
b Tp *

A (Ap)
(xBy) Pz 2 rd (yDz) (x+qy)+pz = x+pq(y+pl<1__;g>z)
(C) (Cp)
rTDY = yox X +pY = Y+i1-p@
(1) (Ip)
S = T T +p = x
(D)
(T®Y)+pz = (T+p2) B (y+p 2)
The Algebraic Theory of Pointed Convex Semilattices
xr D x (E) X Tr D *x (Q *
The Algebraic Theory of The Algebraic Theory of

Convex Semilattices with Bottom Convex Semilattices with Top




These three algebras are those freely generated by the singleton set 1

They give rise to three different semantics: may, must, and may-must

B e — e ————————

Mz = (Z, min-max, +Z, [0,0])

7 ={[z,y]|z,y €[0,1] and = < y}

min-max(|x1,y1], [T2,y2]) = [min(z1, x2), max(y1, y2)]

(21, Y1) ‘h% (T2, y2] = |T1 +p T2, Y1 +p Y2

The Theory of Pointed Convex Semilattices

L ———— e
Max = ([0,1], max, 4, 0) Min = ([0, 1], min, 4, 0)
The Algebraic Theory of The Algebraic Theory of
Convex Semilattices with bottom Convex Semilattices with Top

0 — . T — T —



Syntax and Transitions

For the three semantics, we use the same syntax

s, t =%, s®t, s+,t, x € X forall pel01]
and transitions

— s Bg ot B¢ s s 5 ¢

* —> K sOtS st S—I_ptisl_l_pt/

but different output functions...



Example without outputs

b,c
v — 21 © (v3 +1 T2) 3 T —7x*
: : a,c
r1— T +1 T3 T1—=*
a
iy L I3 L2 é X Ly —= %
a,b,c
ZCS —> %




Outputs for May

* Lo

We take as algebra of outputs

Max = ([0, 1], max, +,,0)

that gives rise to the following three rules

S i’Ql t ¢Q2 S ¢Q1 t ¢Q2

s \l’maX(CHaQQ) S _I_P ¢ ‘LC]1 Tpg2



Outputs for Must

* Lo

We take as algebra of outputs

Min = (|0, 1], min, 4, 0)

that gives rise to the following three rules

Sdq g Sdqr g

s \l’min(QLQQ) S tp t ¢Q1 Tpq2



Outputs for May-Must

We take as algebra of outputs

Mz = (Z, min-max, +7, [0, 0])

R —

that gives rise to the following three rules

— sdr tdy sdr tdy
* i/[0,0] sDt \l/min—maX(I,J) S+pt i/I—I—IJ




Example with outputs

b,c
mLiUl@(l’g-l-% :IZQ) % r — %
b : S5 %
T1 — T +1 T3 1
b a
To —% T3 Tog —> X L2 —= %
a,b,c
1’3 —> %
All states output 1
T 1 r1 1 T 1 T3 11
b
May T b— $1@($3+%CL‘2) h— (5U+%373)@(*+%373) 1

a b
Must xb1i— 21®(r3+122) J1— (T+123)B(x+123) |1



Results follow:

 Traces carry a convex semilattice

* The three trace semantics are convex semilattice homomorphisms

* Trace equivalences are congruences w.r.t. convex semilattice operations
 Coinduction up-to these operation is sound

- Both probabilistic and convex bisimilarity implies the three trace equivalences

« The equivalences are "backward compatible" with standard trace equivalences for
nondeterministic and probabilistic systems

- The may-equivalence coincides with one in Bernardo, De Nicola, Loreti TCS 2014



Thank You




