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Figure 1 NPLTS

smallest one. It is important to remark here that our resolutions di�er from those previously
proposed in the literature in the fact that they are reactive rather than fully probabilistic.
We observe that however this di�erence does not a�ect the greatest probability, and we
can therefore show that the may-trace coincides with the randomized Û-trace equivalence
in [?, ?, ?].

Synopsis We recall monads and algebraic theories in Section 2. We provide a presentation
for the monad C in Section 3 (Theorem 9) and combine it with termination in Section 4. We
then recall, in Section 5, the generalised determinisation and show an additional useful result
(Theorem 18). All these pieces are put together in Section 6, where we introduce our three
semantics and discuss their properties. The correspondence of the global view with the local
one is illustrated in Section 7 (Theorem 28). An extended version of the paper containing all
the proofs, additional examples and a proper treatment of the bisimulation up-to techniques
can be found in [?].

2 Monads and Algebraic Theories

In this paper, on the algebraic side, we deal with Eilenberg-Moore algebras of a monad on
the category Sets of sets and functions, for which we also give presentations in terms of
operations and equations, i.e., algebraic theories.

2.1 Monads

A monad on Sets is a functor M : Sets æ Sets together with two natural transformations: a
unit ÷ : Id ∆ M and multiplication µ : M

2 ∆ M that satisfy the laws µ ¶ ÷M = µ ¶ M÷ = id
and µ ¶ Mµ = µ ¶ µM .

We next introduce several monads on Sets, relevant to this paper. Each monad can be
seen as giving side-e�ects.

Nondeterminism The finite powerset monad P maps a set X to its finite powerset
PX = {U | U ™ X, U is finite} and a function f : X æ Y to Pf : PX æ PY , Pf(U) =
{f(u) | u œ U}. The unit ÷ of P is given by singleton, i.e., ÷(x) = {x} and the multiplication
µ is given by union, i.e., µ(S) =

t
UœS U for S œ PPX. Of particular interest to us in this

paper is the submonad Pne of non-empty finite subsets, that acts on functions just like the
(finite) powerset monad, and has the same unit and multiplication. We rarely mention the
unrestricted (not necessarily finite) powerset monad, which we denote by Pu. We sometimes
write f for Puf in this paper.
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The determinisation of the transition function t̄
˘
B : TCSBX æ (TCSBX)A and t̄

˘
T : TCST X æ

(TCST X)A are defined in the same way like t̄
˘ above.

The coalgebras Èō˘
B , t̄

˘
BÍ and Èō˘

T , t̄
˘
T Í give rise to morphisms [[·]]B : TCSBX æ [0, 1]Aú and

[[·]]T : TCST X æ [0, 1]Aú and corresponding behavioural equivalences: ©B and ©T . We call
©B the may trace equivalence for the NPLTS, and ©T the must trace equivalence.

I Example 20.

t : X æ P(D(X))A

A = {a, b, c}

X = {x, x1, x2, x3}

x ¿1 x1 ¿1 x2 ¿1 x3 ¿1

s ü t
(C)= s ü t ü s +p t

Consider the convex closure of the NPLTS from Figure 1. We can syntactically describe
the sets of subdistributions reached by a state when performing a transition as follows:

x
a≠æ x1 ü (x3 + 1

2
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x
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In the determinised system, we have
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2
x2) ¿1

b≠æ (x+ 1
2
x3)ü(ı+ 1
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2
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for S1 = x1 ü (x3 + 1
2

x2) S2 = (x + 1
2

x3) ü (ı + 1
2

x3)

S
Õ
1 = y1 ü (y4 + 1

2
y2) ü ((y2 + 1

2
y4) + 1

2
y3)

S
Õ
2 = (y + 1

2
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2
ı) + 1

2
ı)

Consider now the observations associated to the terms in the may-must semantics. We have
ō

˘(x) = [1, 1] = ō
˘(y) and hence

ō
˘(S1) = [1, 1] min-max([1, 1] + 1

2
[1, 1]) = [1, 1].
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Nondeterministic Automata
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where st is the map st : M(XA) æ (MX)A defined, for all labels a œ A, by st(Ï)(a) =
Meva(Ï) with eva : X

A æ X the evaluation map defined as eva(Ï) = Ï(a). J
As a consequence, we can determinise c = Èo, tÍ : X æ O ◊ (MX)A to c

˘ = Èo˘
, t

˘Í where
o

˘ = a ¶ Mo and t
˘ = µ

A
X ¶ st ¶ Mt. The final coalgebra for the determinisation of automata

with M -e�ects and observations in O is carried by the O-weighted languages over alphabet
A, i.e., maps A

ú æ O. Unfolding the inductive definition of the final coalgebra semantics for
automata with M -e�ects and observations in O, see e.g. [?], gives [[÷(x)]]c˘(Á) = o

˘(x) and
[[÷(x)]]c˘(aw) = [[t˘(x)(a)]]c˘(w).

Knowing that (�, E) is a presentation for the monad M , we can write the algebraic
structure, and hence the determinisation concretely as follows. For an n-ary operation symbol
f œ � and a (�, E)-algebra A = (A, �A) we write fA for the n-ary operation on A that is
the interpretation of f . We have

fF MX(Èo1, f1Í, . . . , Èon, fnÍ) =
ÈfO(o1, . . . , on), (a ‘æ fMX(f1(a), . . . , fn(a)))Í.

Therefore, for a coalgebra c : X æ FMX, we have that c
˘ = Èo˘

, t
˘Í is inductively defined on

the structure of the �-terms by o
˘(x) = o(x), t

˘(x) = t(x) and

o
˘(fMX(t1, . . . , tn)) = fO(o˘(t1), . . . , o

˘(tn)) (9)
t
˘(fMX(t1, . . . , tn))(a) = fMX(t˘(t1)(a), . . . , t

˘(tn)(a))

I Example 14. Applying this construction to F = 2 ◊ (·)A and M = P, one transforms
Èo, tÍ : X æ 2 ◊ (PX)A into c

˘ : PX æ 2 ◊ (PX)A. The former is a nondeterministic
automaton and the latter is a deterministic automaton which has PX as states space. In [?],
see also [?], it is shown that, using the distributive law from Proposition 5, as 2 = P1 is
the carrier of the free P-algebra, this amounts exactly to the standard determinisation from
automata theory and justifies the term generalised determinisation. The obtained semantics
is language equivalence.

It is worth to mention that both the determinised coalgebra c
˘ : MXæFMX and the

final F -coalgebra are actually bialgebras [?, ?], roughly they are both an M -algebra and
an F -coalgebra. Moreover, the unique coalgebra morphism [[·]]c˘ : MX æ O

Aú is also an
M -algebra homomorphism. The latter entails the first item of the following.

I Theorem 15 ([?, ?]). The following properties hold for any coalgebra c : XæFMX and
its determinisation c

˘ : MXæFMX:
1. Behavioural equivalence for (MX, c

˘) is a congruence w.r.t. the algebraic structure of M .
2. Behavioural equivalence for (X, c) implies trace semantics via determinisation.
3. Up-to context is a compatible [?] proof technique.
The second item will be used later in Section 6 to show that convex bisimilarity implies trace
equivalence for NPLTS.

5.3 From Systems to Automata

Dealing with automata, i.e., having observations, is crucial for determinisation. Starting
from an LTS t : X æ (PX)A, we can add observations in 2 = P1 in the simplest possible
way, making every state an accepting state:

o = (X !≠æ 1 ÷1≠æ P1 = 2)
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Abstract—This paper studies trace-based equivalences for sys-
tems combining nondeterministic and probabilistic choices.
We show how trace semantics for such processes can be
recovered by instantiating a coalgebraic construction known
as the generalised powerset construction. We characterise and
compare the resulting semantics to known definitions of trace
equivalences appearing in the literature. Most of our results
are based on the exciting interplay between monads and their
presentations via algebraic theories.

1. Introduction

Systems exhibiting both nondeterministic and proba-
bilistic behaviour are abundantly used in verification [1],
[2], [3], [4], [5], [6], [7], AI [8], [9], [10], and studied from
semantics perspective [11], [12], [13]. Probability is needed
to quantitatively model uncertainty and belief, whereas non-
determinism enables modelling of incomplete information,
unknown environment, implementation freedom, or concur-
rency. At the same time, the interplay of nondeterminism
and probability has been posing some remarkable chal-
lenges [14], [15], [16], [17], [18], [19], [20], [21].

Figure 1 shows a nondeterministic probabilistic system
(NPLTS) that we use as a running example.

Traces and trace semantics [22] for nondeterministic
probabilistic systems have been studied for several decades
within concurrency theory and AI using resolutions or
schedulers—entities that resolve the nondeterminism. Most
proposals of trace semantics in the literature [23], [24], [25],
[26] are based on such auxilary notions of resolutions and
differ on how these resolutions are defined and combined.
We call such approaches local-view approaches.

On the other hand, the theory of coalgebra [27], [28] pro-
vides uniform generic approaches to trace semantics of vari-
ous kinds of systems and automata, via Kleisli traces [29] or
generalised determinisation [30], providing e.g. an abstract
treatment of language equivalence for automata. We use the
term global-view approaches for the coalgebraic methods
via generalised determinisation.

In this paper, we propose a theory of trace semantics
for nondeterministic probabilistic systems that unifies the
local and the global view. We start by taking the global-view
approach founded on algebras and coalgebras and inspired
by automata theory, and study determinisation of NPLTS in
this framework. Then we find a way to mimic the local-
view approach and show that we can recover known trace
semantics from the literature. We introduce now the main

pieces of our puzzle, and show how everything combines
together in the theory of traces for NPLTS.

In order to illustrate our approach, it is convenient to
recall nondeterministic automata (NDA) and Rabin prob-
abilistic automata (PA) [31]. Both NDA and PA can be
described as maps ho, ti : X ! O ⇥ (MX)A where X is
a set of states, A is the set of labels, o : X ! O is the
output function assigning to each state in X an observation,
and t : X ! (MX)A is the transition function that assigns
to each state x in X and to each letter a of the alphabet
A an element of MX that describes the choice of a next
state. For NDA, this is a nondeterministic choice; for PA, the
choice is governed by a probability distribution. An NDA
state observes one of two possible values which qualify the
state as accepting or not. A state in a PA observes a real
number in [0, 1]. Below we depict an example NDA (on the
left) and an example PA (on the right) with labels A = {a, b}
and with outputs denoted by #.

x #0 y #1
b

a, b

x #0 y #1
a, b

a, b

1
2

1
2

The type of choice, modelled abstractly by a monad
M , is often linked to a concrete algebraic theory, the pre-
sentation of M . Having such a presentation is a valuable
tool, since it provides a finite syntax for describing finite
branching. For nondeterministic choice this is the algebraic
theory of semilattices (with bottom), for probabilistic choice
it is the algebraic theory of convex algebras. Once we
have such an algebraic presentation, we have a determinised
automaton (as depicted below) and we inductively compute
the output value after executing a trace by following the
algebraic structure.

x #0 x� y #1

? #0

a

b

a, b

a
b

x #0

x+ 1
2
y # 1

2

x+ 1
4
y # 3

4

...

a, b

a, b

a, b

Here x � y denotes the nondeterministic choice of x or y,
and x+p y the probabilistic choice where x is chosen with
probability p and y with probability 1� p.



Language Semantics

NFA = LTS + output
X ➝ 2 x (PX)A 
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local and the global view. We start by taking the global-view
approach founded on algebras and coalgebras and inspired
by automata theory, and study determinisation of NPLTS in
this framework. Then we find a way to mimic the local-
view approach and show that we can recover known trace
semantics from the literature. We introduce now the main

pieces of our puzzle, and show how everything combines
together in the theory of traces for NPLTS.

In order to illustrate our approach, it is convenient to
recall nondeterministic automata (NDA) and Rabin prob-
abilistic automata (PA) [31]. Both NDA and PA can be
described as maps ho, ti : X ! O ⇥ (MX)A where X is
a set of states, A is the set of labels, o : X ! O is the
output function assigning to each state in X an observation,
and t : X ! (MX)A is the transition function that assigns
to each state x in X and to each letter a of the alphabet
A an element of MX that describes the choice of a next
state. For NDA, this is a nondeterministic choice; for PA, the
choice is governed by a probability distribution. An NDA
state observes one of two possible values which qualify the
state as accepting or not. A state in a PA observes a real
number in [0, 1]. Below we depict an example NDA (on the
left) and an example PA (on the right) with labels A = {a, b}
and with outputs denoted by #.
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The type of choice, modelled abstractly by a monad
M , is often linked to a concrete algebraic theory, the pre-
sentation of M . Having such a presentation is a valuable
tool, since it provides a finite syntax for describing finite
branching. For nondeterministic choice this is the algebraic
theory of semilattices (with bottom), for probabilistic choice
it is the algebraic theory of convex algebras. Once we
have such an algebraic presentation, we have a determinised
automaton (as depicted below) and we inductively compute
the output value after executing a trace by following the
algebraic structure.
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Here x � y denotes the nondeterministic choice of x or y,
and x+p y the probabilistic choice where x is chosen with
probability p and y with probability 1� p.
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Here x ü y denotes the nondeterministic choice of x or y, and x +p y the probabilistic choice
where x is chosen with probability p and y with probability 1 ≠ p. For example, in the
determinised PA we have, since x
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and hence the output of x + 1
4

y is o(x) + 1
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o(y) = 3
4 giving us the probability of x executing

the trace aa. Our computation is enabled by having the right algebraic structure on the set
of observations: a semilattice on {0, 1} and a convex algebra on [0, 1]. The induced semantics
is language equivalence and probabilistic language equivalence, respectively.
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where st is the map st : M(XA) æ (MX)A defined, for all labels a œ A, by st(Ï)(a) =
Meva(Ï) with eva : X

A æ X the evaluation map defined as eva(Ï) = Ï(a). J
As a consequence, we can determinise c = Èo, tÍ : X æ O ◊ (MX)A to c

˘ = Èo˘
, t

˘Í where
o

˘ = a ¶ Mo and t
˘ = µ

A
X ¶ st ¶ Mt. The final coalgebra for the determinisation of automata

with M -e�ects and observations in O is carried by the O-weighted languages over alphabet
A, i.e., maps A

ú æ O. Unfolding the inductive definition of the final coalgebra semantics for
automata with M -e�ects and observations in O, see e.g. [?], gives [[÷(x)]]c˘(Á) = o

˘(x) and
[[÷(x)]]c˘(aw) = [[t˘(x)(a)]]c˘(w).

Knowing that (�, E) is a presentation for the monad M , we can write the algebraic
structure, and hence the determinisation concretely as follows. For an n-ary operation symbol
f œ � and a (�, E)-algebra A = (A, �A) we write fA for the n-ary operation on A that is
the interpretation of f . We have

fF MX(Èo1, f1Í, . . . , Èon, fnÍ) =
ÈfO(o1, . . . , on), (a ‘æ fMX(f1(a), . . . , fn(a)))Í.

Therefore, for a coalgebra c : X æ FMX, we have that c
˘ = Èo˘

, t
˘Í is inductively defined on

the structure of the �-terms by o
˘(x) = o(x), t

˘(x) = t(x) and

o
˘(fMX(t1, . . . , tn)) = fO(o˘(t1), . . . , o

˘(tn)) (9)
t
˘(fMX(t1, . . . , tn))(a) = fMX(t˘(t1)(a), . . . , t

˘(tn)(a))

I Example 14. Applying this construction to F = 2 ◊ (·)A and M = P, one transforms
Èo, tÍ : X æ 2 ◊ (PX)A into c

˘ : PX æ 2 ◊ (PX)A. The former is a nondeterministic
automaton and the latter is a deterministic automaton which has PX as states space. In [?],
see also [?], it is shown that, using the distributive law from Proposition 5, as 2 = P1 is
the carrier of the free P-algebra, this amounts exactly to the standard determinisation from
automata theory and justifies the term generalised determinisation. The obtained semantics
is language equivalence.

It is worth to mention that both the determinised coalgebra c
˘ : MXæFMX and the

final F -coalgebra are actually bialgebras [?, ?], roughly they are both an M -algebra and
an F -coalgebra. Moreover, the unique coalgebra morphism [[·]]c˘ : MX æ O

Aú is also an
M -algebra homomorphism. The latter entails the first item of the following.

I Theorem 15 ([?, ?]). The following properties hold for any coalgebra c : XæFMX and
its determinisation c

˘ : MXæFMX:
1. Behavioural equivalence for (MX, c

˘) is a congruence w.r.t. the algebraic structure of M .
2. Behavioural equivalence for (X, c) implies trace semantics via determinisation.
3. Up-to context is a compatible [?] proof technique.
The second item will be used later in Section 6 to show that convex bisimilarity implies trace
equivalence for NPLTS.

5.3 From Systems to Automata

Dealing with automata, i.e., having observations, is crucial for determinisation. Starting
from an LTS t : X æ (PX)A, we can add observations in 2 = P1 in the simplest possible
way, making every state an accepting state:

o = (X !≠æ 1 ÷1≠æ P1 = 2)
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equivalence for NPLTS.
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where st is the map st : M(XA) æ (MX)A defined, for all labels a œ A, by st(Ï)(a) =
Meva(Ï) with eva : X

A æ X the evaluation map defined as eva(Ï) = Ï(a). J
As a consequence, we can determinise c = Èo, tÍ : X æ O ◊ (MX)A to c

˘ = Èo˘
, t

˘Í where
o

˘ = a ¶ Mo and t
˘ = µ

A
X ¶ st ¶ Mt. The final coalgebra for the determinisation of automata

with M -e�ects and observations in O is carried by the O-weighted languages over alphabet
A, i.e., maps A

ú æ O. Unfolding the inductive definition of the final coalgebra semantics for
automata with M -e�ects and observations in O, see e.g. [?], gives [[÷(x)]]c˘(Á) = o

˘(x) and
[[÷(x)]]c˘(aw) = [[t˘(x)(a)]]c˘(w).

Knowing that (�, E) is a presentation for the monad M , we can write the algebraic
structure, and hence the determinisation concretely as follows. For an n-ary operation symbol
f œ � and a (�, E)-algebra A = (A, �A) we write fA for the n-ary operation on A that is
the interpretation of f . We have

fF MX(Èo1, f1Í, . . . , Èon, fnÍ) =
ÈfO(o1, . . . , on), (a ‘æ fMX(f1(a), . . . , fn(a)))Í.

Therefore, for a coalgebra c : X æ FMX, we have that c
˘ = Èo˘

, t
˘Í is inductively defined on

the structure of the �-terms by o
˘(x) = o(x), t

˘(x) = t(x) and

o
˘(fMX(t1, . . . , tn)) = fO(o˘(t1), . . . , o

˘(tn)) (9)
t
˘(fMX(t1, . . . , tn))(a) = fMX(t˘(t1)(a), . . . , t

˘(tn)(a))

I Example 14. [[·]] : PX æ 2Aú

[[·]] : DX æ [0, 1]Aú

x ‘æ 1
4 y ‘æ 3

4
”x

{x}
{x, y}
ÿ
X = {x, y}
A = {a, b}
Applying this construction to F = 2 ◊ (·)A and M = P, one transforms
Èo, tÍ : X æ [0, 1] ◊ (DX)A into Èo˘

, t
˘Í : DX æ [0, 1] ◊ (DX)A. The former is a non-

deterministic automaton and the latter is a deterministic automaton which has PX as states
space. In [?], see also [?], it is shown that, using the distributive law from Proposition ??, as
2 = P1 is the carrier of the free P-algebra, this amounts exactly to the standard determinisa-
tion from automata theory and justifies the term generalised determinisation. The obtained
semantics is language equivalence.

It is worth to mention that both the determinised coalgebra c
˘ : MXæFMX and the

final F -coalgebra are actually bialgebras [?, ?], roughly they are both an M -algebra and
an F -coalgebra. Moreover, the unique coalgebra morphism [[·]]c˘ : MX æ O

Aú is also an
M -algebra homomorphism. The latter entails the first item of the following.

I Theorem 15 ([?, ?]). The following properties hold for any coalgebra c : XæFMX and
its determinisation c

˘ : MXæFMX:
1. Behavioural equivalence for (MX, c

˘) is a congruence w.r.t. the algebraic structure of M .
2. Behavioural equivalence for (X, c) implies trace semantics via determinisation.
3. Up-to context is a compatible [?] proof technique.
The second item will be used later in Section ?? to show that convex bisimilarity implies
trace equivalence for NPLTS.
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˘(x) and
[[÷(x)]]c˘(aw) = [[t˘(x)(a)]]c˘(w).

Knowing that (�, E) is a presentation for the monad M , we can write the algebraic
structure, and hence the determinisation concretely as follows. For an n-ary operation symbol
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˘(fMX(t1, . . . , tn)) = fO(o˘(t1), . . . , o

˘(tn)) (9)
t
˘(fMX(t1, . . . , tn))(a) = fMX(t˘(t1)(a), . . . , t

˘(tn)(a))

I Example 14. [[·]] : PX æ 2Aú

[[S]](Á) = o
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[[S]](aw) = [[t˘(S)(a)]](w)
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x ‘æ 1
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4
”x
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{x, y}
ÿ
X = {x, y}
A = {a, b}
Applying this construction to F = 2 ◊ (·)A and M = P, one transforms
Èo, tÍ : X æ [0, 1] ◊ (DX)A into Èo˘

, t
˘Í : DX æ [0, 1] ◊ (DX)A. The former is a non-

deterministic automaton and the latter is a deterministic automaton which has PX as states
space. In [?], see also [?], it is shown that, using the distributive law from Proposition 5, as
2 = P1 is the carrier of the free P-algebra, this amounts exactly to the standard determinisa-
tion from automata theory and justifies the term generalised determinisation. The obtained
semantics is language equivalence.

It is worth to mention that both the determinised coalgebra c
˘ : MXæFMX and the

final F -coalgebra are actually bialgebras [?, ?], roughly they are both an M -algebra and
an F -coalgebra. Moreover, the unique coalgebra morphism [[·]]c˘ : MX æ O

Aú is also an
M -algebra homomorphism. The latter entails the first item of the following.

I Theorem 15 ([?, ?]). The following properties hold for any coalgebra c : XæFMX and
its determinisation c

˘ : MXæFMX:
1. Behavioural equivalence for (MX, c

˘) is a congruence w.r.t. the algebraic structure of M .
2. Behavioural equivalence for (X, c) implies trace semantics via determinisation.
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approach founded on algebras and coalgebras and inspired by automata theory, and study
determinisation of NPLTS in this framework. Then we find a way to mimic the local-view
approach and show that we can recover known trace semantics from the literature. We
introduce now the main pieces of our puzzle, and show how everything combines together in
the theory of traces for NPLTS.

In order to illustrate our approach, it is convenient to recall nondeterministic automata
(NDA) and Rabin probabilistic automata (PA) [?]. Both NDA and PA can be described as
maps Èo, tÍ : X æ O ◊ (MX)A where X is a set of states, A is the set of labels, o : X æ O is
the output function assigning to each state in X an observation, and t : X æ (MX)A is the
transition function that assigns to each state x in X and to each letter a of the alphabet A an
element of MX that describes the choice of a next state. For NDA, this is a nondeterministic
choice; for PA, the choice is governed by a probability distribution. An NDA state observes
one of two possible values which qualify the state as accepting or not. A state in a PA
observes a real number in [0, 1]. Below we depict an example NDA (on the left) and an
example PA (on the right) with labels A = {a, b} and with outputs denoted by ¿.

x ¿0 y ¿1
a

a b

x ¿0 y ¿1
a, b

a, b

1
2

1
2

The type of choice, modelled abstractly by a monad M , is often linked to a concrete
algebraic theory, the presentation of M . Having such a presentation is a valuable tool,
since it provides a finite syntax for describing finite branching. For nondeterministic choice
this is the algebraic theory of semilattices (with bottom), for probabilistic choice it is the
algebraic theory of convex algebras. Once we have such an algebraic presentation, we have a
determinised automaton (as depicted below) and we inductively compute the output value
after executing a trace by following the algebraic structure.

x ¿0 x ü y ¿1

ı ¿0

a

b

a, b

a
b

x ¿0

x + 1
2

y ¿ 1
2

x + 1
4

y ¿ 3
4

...

a, b

a, b

a, b

Here x ü y denotes the nondeterministic choice of x or y, and x +p y the probabilistic choice
where x is chosen with probability p and y with probability 1 ≠ p. For example, in the
determinised PA we have, since x

aæ x + 1
2

y and y
aæ y:

x + 1
2

y
aæ (x + 1

2
y) + 1

2
y = x + 1

4
y

and hence the output of x + 1
4

y is o(x) + 1
4

o(y) = 3
4 giving us the probability of x executing

the trace aa. Our computation is enabled by having the right algebraic structure on the set
of observations: a semilattice on {0, 1} and a convex algebra on [0, 1]. The induced semantics
is language equivalence and probabilistic language equivalence, respectively.
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where st is the map st : M(XA) æ (MX)A defined, for all labels a œ A, by st(Ï)(a) =
Meva(Ï) with eva : X

A æ X the evaluation map defined as eva(Ï) = Ï(a). J
As a consequence, we can determinise c = Èo, tÍ : X æ O ◊ (MX)A to c

˘ = Èo˘
, t

˘Í where
o

˘ = a ¶ Mo and t
˘ = µ

A
X ¶ st ¶ Mt. The final coalgebra for the determinisation of automata

with M -e�ects and observations in O is carried by the O-weighted languages over alphabet
A, i.e., maps A

ú æ O. Unfolding the inductive definition of the final coalgebra semantics for
automata with M -e�ects and observations in O, see e.g. [?], gives [[÷(x)]]c˘(Á) = o

˘(x) and
[[÷(x)]]c˘(aw) = [[t˘(x)(a)]]c˘(w).

Knowing that (�, E) is a presentation for the monad M , we can write the algebraic
structure, and hence the determinisation concretely as follows. For an n-ary operation symbol
f œ � and a (�, E)-algebra A = (A, �A) we write fA for the n-ary operation on A that is
the interpretation of f . We have

fF MX(Èo1, f1Í, . . . , Èon, fnÍ) =
ÈfO(o1, . . . , on), (a ‘æ fMX(f1(a), . . . , fn(a)))Í.

Therefore, for a coalgebra c : X æ FMX, we have that c
˘ = Èo˘

, t
˘Í is inductively defined on

the structure of the �-terms by o
˘(x) = o(x), t

˘(x) = t(x) and

o
˘(fMX(t1, . . . , tn)) = fO(o˘(t1), . . . , o

˘(tn)) (9)
t
˘(fMX(t1, . . . , tn))(a) = fMX(t˘(t1)(a), . . . , t

˘(tn)(a))

I Example 14. X = {x, y}
A = {a, b}
Applying this construction to F = 2 ◊ (·)A and M = P, one transforms Èo, tÍ : X æ

2 ◊ (PX)A into c
˘ : PX æ 2 ◊ (PX)A. The former is a nondeterministic automaton and

the latter is a deterministic automaton which has PX as states space. In [?], see also [?],
it is shown that, using the distributive law from Proposition 5, as 2 = P1 is the carrier of
the free P-algebra, this amounts exactly to the standard determinisation from automata
theory and justifies the term generalised determinisation. The obtained semantics is language
equivalence.

It is worth to mention that both the determinised coalgebra c
˘ : MXæFMX and the

final F -coalgebra are actually bialgebras [?, ?], roughly they are both an M -algebra and
an F -coalgebra. Moreover, the unique coalgebra morphism [[·]]c˘ : MX æ O

Aú is also an
M -algebra homomorphism. The latter entails the first item of the following.

I Theorem 15 ([?, ?]). The following properties hold for any coalgebra c : XæFMX and
its determinisation c

˘ : MXæFMX:
1. Behavioural equivalence for (MX, c

˘) is a congruence w.r.t. the algebraic structure of M .
2. Behavioural equivalence for (X, c) implies trace semantics via determinisation.
3. Up-to context is a compatible [?] proof technique.
The second item will be used later in Section 6 to show that convex bisimilarity implies trace
equivalence for NPLTS.

5.3 From Systems to Automata

Dealing with automata, i.e., having observations, is crucial for determinisation. Starting
from an LTS t : X æ (PX)A, we can add observations in 2 = P1 in the simplest possible
way, making every state an accepting state:

o = (X !≠æ 1 ÷1≠æ P1 = 2)
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Knowing that (�, E) is a presentation for the monad M , we can write the algebraic
structure, and hence the determinisation concretely as follows. For an n-ary operation symbol
f œ � and a (�, E)-algebra A = (A, �A) we write fA for the n-ary operation on A that is
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fF MX(Èo1, f1Í, . . . , Èon, fnÍ) =
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the latter is a deterministic automaton which has PX as states space. In [?], see also [?],
it is shown that, using the distributive law from Proposition 5, as 2 = P1 is the carrier of
the free P-algebra, this amounts exactly to the standard determinisation from automata
theory and justifies the term generalised determinisation. The obtained semantics is language
equivalence.

It is worth to mention that both the determinised coalgebra c
˘ : MXæFMX and the

final F -coalgebra are actually bialgebras [?, ?], roughly they are both an M -algebra and
an F -coalgebra. Moreover, the unique coalgebra morphism [[·]]c˘ : MX æ O

Aú is also an
M -algebra homomorphism. The latter entails the first item of the following.

I Theorem 15 ([?, ?]). The following properties hold for any coalgebra c : XæFMX and
its determinisation c

˘ : MXæFMX:
1. Behavioural equivalence for (MX, c

˘) is a congruence w.r.t. the algebraic structure of M .
2. Behavioural equivalence for (X, c) implies trace semantics via determinisation.
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The second item will be used later in Section 6 to show that convex bisimilarity implies trace
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5.3 From Systems to Automata

Dealing with automata, i.e., having observations, is crucial for determinisation. Starting
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way, making every state an accepting state:
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˘Í where
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with M -e�ects and observations in O is carried by the O-weighted languages over alphabet
A, i.e., maps A

ú æ O. Unfolding the inductive definition of the final coalgebra semantics for
automata with M -e�ects and observations in O, see e.g. [?], gives [[÷(x)]]c˘(Á) = o

˘(x) and
[[÷(x)]]c˘(aw) = [[t˘(x)(a)]]c˘(w).

Knowing that (�, E) is a presentation for the monad M , we can write the algebraic
structure, and hence the determinisation concretely as follows. For an n-ary operation symbol
f œ � and a (�, E)-algebra A = (A, �A) we write fA for the n-ary operation on A that is
the interpretation of f . We have

fF MX(Èo1, f1Í, . . . , Èon, fnÍ) =
ÈfO(o1, . . . , on), (a ‘æ fMX(f1(a), . . . , fn(a)))Í.

Therefore, for a coalgebra c : X æ FMX, we have that c
˘ = Èo˘

, t
˘Í is inductively defined on

the structure of the �-terms by o
˘(x) = o(x), t

˘(x) = t(x) and
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˘(tn)) (9)
t
˘(fMX(t1, . . . , tn))(a) = fMX(t˘(t1)(a), . . . , t
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I Example 14. {x}
{x, y}
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X = {x, y}
A = {a, b}
Applying this construction to F = 2 ◊ (·)A and M = P, one transforms
Èo, tÍ : X æ [0, 1] ◊ (DX)A into Èo˘

, t
˘Í : DX æ [0, 1] ◊ (DX)A. The former is a non-

deterministic automaton and the latter is a deterministic automaton which has PX as states
space. In [?], see also [?], it is shown that, using the distributive law from Proposition 5, as
2 = P1 is the carrier of the free P-algebra, this amounts exactly to the standard determinisa-
tion from automata theory and justifies the term generalised determinisation. The obtained
semantics is language equivalence.

It is worth to mention that both the determinised coalgebra c
˘ : MXæFMX and the

final F -coalgebra are actually bialgebras [?, ?], roughly they are both an M -algebra and
an F -coalgebra. Moreover, the unique coalgebra morphism [[·]]c˘ : MX æ O

Aú is also an
M -algebra homomorphism. The latter entails the first item of the following.

I Theorem 15 ([?, ?]). The following properties hold for any coalgebra c : XæFMX and
its determinisation c

˘ : MXæFMX:
1. Behavioural equivalence for (MX, c

˘) is a congruence w.r.t. the algebraic structure of M .
2. Behavioural equivalence for (X, c) implies trace semantics via determinisation.
3. Up-to context is a compatible [?] proof technique.
The second item will be used later in Section 6 to show that convex bisimilarity implies trace
equivalence for NPLTS.
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Abstract—This paper studies trace-based equivalences for sys-
tems combining nondeterministic and probabilistic choices.
We show how trace semantics for such processes can be
recovered by instantiating a coalgebraic construction known
as the generalised powerset construction. We characterise and
compare the resulting semantics to known definitions of trace
equivalences appearing in the literature. Most of our results
are based on the exciting interplay between monads and their
presentations via algebraic theories.

1. Introduction

Systems exhibiting both nondeterministic and proba-
bilistic behaviour are abundantly used in verification [1],
[2], [3], [4], [5], [6], [7], AI [8], [9], [10], and studied from
semantics perspective [11], [12], [13]. Probability is needed
to quantitatively model uncertainty and belief, whereas non-
determinism enables modelling of incomplete information,
unknown environment, implementation freedom, or concur-
rency. At the same time, the interplay of nondeterminism
and probability has been posing some remarkable chal-
lenges [14], [15], [16], [17], [18], [19], [20], [21].

Figure 1 shows a nondeterministic probabilistic system
(NPLTS) that we use as a running example.

Traces and trace semantics [22] for nondeterministic
probabilistic systems have been studied for several decades
within concurrency theory and AI using resolutions or
schedulers—entities that resolve the nondeterminism. Most
proposals of trace semantics in the literature [23], [24], [25],
[26] are based on such auxilary notions of resolutions and
differ on how these resolutions are defined and combined.
We call such approaches local-view approaches.

On the other hand, the theory of coalgebra [27], [28] pro-
vides uniform generic approaches to trace semantics of vari-
ous kinds of systems and automata, via Kleisli traces [29] or
generalised determinisation [30], providing e.g. an abstract
treatment of language equivalence for automata. We use the
term global-view approaches for the coalgebraic methods
via generalised determinisation.

In this paper, we propose a theory of trace semantics
for nondeterministic probabilistic systems that unifies the
local and the global view. We start by taking the global-view
approach founded on algebras and coalgebras and inspired
by automata theory, and study determinisation of NPLTS in
this framework. Then we find a way to mimic the local-
view approach and show that we can recover known trace
semantics from the literature. We introduce now the main

pieces of our puzzle, and show how everything combines
together in the theory of traces for NPLTS.

In order to illustrate our approach, it is convenient to
recall nondeterministic automata (NDA) and Rabin prob-
abilistic automata (PA) [31]. Both NDA and PA can be
described as maps ho, ti : X ! O ⇥ (MX)A where X is
a set of states, A is the set of labels, o : X ! O is the
output function assigning to each state in X an observation,
and t : X ! (MX)A is the transition function that assigns
to each state x in X and to each letter a of the alphabet
A an element of MX that describes the choice of a next
state. For NDA, this is a nondeterministic choice; for PA, the
choice is governed by a probability distribution. An NDA
state observes one of two possible values which qualify the
state as accepting or not. A state in a PA observes a real
number in [0, 1]. Below we depict an example NDA (on the
left) and an example PA (on the right) with labels A = {a, b}
and with outputs denoted by #.

x #0 y #1
a

a, b

x #0 y #1
a, b

a, b

1
2

1
2

The type of choice, modelled abstractly by a monad
M , is often linked to a concrete algebraic theory, the pre-
sentation of M . Having such a presentation is a valuable
tool, since it provides a finite syntax for describing finite
branching. For nondeterministic choice this is the algebraic
theory of semilattices (with bottom), for probabilistic choice
it is the algebraic theory of convex algebras. Once we
have such an algebraic presentation, we have a determinised
automaton (as depicted below) and we inductively compute
the output value after executing a trace by following the
algebraic structure.

x #0 x� y #1

? #0

a

b

a, b

a
b

x #0

x+ 1
2
y # 1

2

x+ 1
4
y # 3

4

...

a, b

a, b

a, b

Here x � y denotes the nondeterministic choice of x or y,
and x+p y the probabilistic choice where x is chosen with
probability p and y with probability 1� p.

X ➝ [0,1] x (DX)A 

Probabilistic Language 
Semantics

J¨K : X Ñ r0, 1sA˚
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approach founded on algebras and coalgebras and inspired by automata theory, and study
determinisation of NPLTS in this framework. Then we find a way to mimic the local-view
approach and show that we can recover known trace semantics from the literature. We
introduce now the main pieces of our puzzle, and show how everything combines together in
the theory of traces for NPLTS.

In order to illustrate our approach, it is convenient to recall nondeterministic automata
(NDA) and Rabin probabilistic automata (PA) [?]. Both NDA and PA can be described as
maps Èo, tÍ : X æ O ◊ (MX)A where X is a set of states, A is the set of labels, o : X æ O is
the output function assigning to each state in X an observation, and t : X æ (MX)A is the
transition function that assigns to each state x in X and to each letter a of the alphabet A an
element of MX that describes the choice of a next state. For NDA, this is a nondeterministic
choice; for PA, the choice is governed by a probability distribution. An NDA state observes
one of two possible values which qualify the state as accepting or not. A state in a PA
observes a real number in [0, 1]. Below we depict an example NDA (on the left) and an
example PA (on the right) with labels A = {a, b} and with outputs denoted by ¿.
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The type of choice, modelled abstractly by a monad M , is often linked to a concrete
algebraic theory, the presentation of M . Having such a presentation is a valuable tool,
since it provides a finite syntax for describing finite branching. For nondeterministic choice
this is the algebraic theory of semilattices (with bottom), for probabilistic choice it is the
algebraic theory of convex algebras. Once we have such an algebraic presentation, we have a
determinised automaton (as depicted below) and we inductively compute the output value
after executing a trace by following the algebraic structure.
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Here x ü y denotes the nondeterministic choice of x or y, and x +p y the probabilistic choice
where x is chosen with probability p and y with probability 1 ≠ p. For example, in the
determinised PA we have, since x
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o(y) = 3
4 giving us the probability of x executing

the trace aa. Our computation is enabled by having the right algebraic structure on the set
of observations: a semilattice on {0, 1} and a convex algebra on [0, 1]. The induced semantics
is language equivalence and probabilistic language equivalence, respectively.
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where st is the map st : M(XA) æ (MX)A defined, for all labels a œ A, by st(Ï)(a) =
Meva(Ï) with eva : X

A æ X the evaluation map defined as eva(Ï) = Ï(a). J

As a consequence, we can determinise c = Èo, tÍ : X æ O ◊ (MX)A to c
˘ = Èo˘

, t
˘Í where

o
˘ = a ¶ Mo and t

˘ = µ
A
X ¶ st ¶ Mt. The final coalgebra for the determinisation of automata

with M -e�ects and observations in O is carried by the O-weighted languages over alphabet
A, i.e., maps A

ú æ O. Unfolding the inductive definition of the final coalgebra semantics for
automata with M -e�ects and observations in O, see e.g. [?], gives [[÷(x)]]c˘(Á) = o

˘(x) and
[[÷(x)]]c˘(aw) = [[t˘(x)(a)]]c˘(w).

Knowing that (�, E) is a presentation for the monad M , we can write the algebraic
structure, and hence the determinisation concretely as follows. For an n-ary operation symbol
f œ � and a (�, E)-algebra A = (A, �A) we write fA for the n-ary operation on A that is
the interpretation of f . We have

fF MX(Èo1, f1Í, . . . , Èon, fnÍ) =
ÈfO(o1, . . . , on), (a ‘æ fMX(f1(a), . . . , fn(a)))Í.

Therefore, for a coalgebra c : X æ FMX, we have that c
˘ = Èo˘

, t
˘Í is inductively defined on

the structure of the �-terms by o
˘(x) = o(x), t

˘(x) = t(x) and

o
˘(fMX(t1, . . . , tn)) = fO(o˘(t1), . . . , o

˘(tn)) (9)
t
˘(fMX(t1, . . . , tn))(a) = fMX(t˘(t1)(a), . . . , t

˘(tn)(a))

I Example 14. {x}
{x, y}
ÿ
X = {x, y}
A = {a, b}
Applying this construction to F = 2 ◊ (·)A and M = P, one transforms
Èo, tÍ : X æ [0, 1] ◊ (DX)A into Èo˘

, t
˘Í : DX æ [0, 1] ◊ (DX)A. The former is a non-

deterministic automaton and the latter is a deterministic automaton which has PX as states
space. In [?], see also [?], it is shown that, using the distributive law from Proposition 5, as
2 = P1 is the carrier of the free P-algebra, this amounts exactly to the standard determinisa-
tion from automata theory and justifies the term generalised determinisation. The obtained
semantics is language equivalence.

It is worth to mention that both the determinised coalgebra c
˘ : MXæFMX and the

final F -coalgebra are actually bialgebras [?, ?], roughly they are both an M -algebra and
an F -coalgebra. Moreover, the unique coalgebra morphism [[·]]c˘ : MX æ O

Aú is also an
M -algebra homomorphism. The latter entails the first item of the following.

I Theorem 15 ([?, ?]). The following properties hold for any coalgebra c : XæFMX and
its determinisation c

˘ : MXæFMX:
1. Behavioural equivalence for (MX, c

˘) is a congruence w.r.t. the algebraic structure of M .
2. Behavioural equivalence for (X, c) implies trace semantics via determinisation.
3. Up-to context is a compatible [?] proof technique.
The second item will be used later in Section 6 to show that convex bisimilarity implies trace
equivalence for NPLTS.
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˘ : MXæFMX and the

final F -coalgebra are actually bialgebras [?, ?], roughly they are both an M -algebra and
an F -coalgebra. Moreover, the unique coalgebra morphism [[·]]c˘ : MX æ O

Aú is also an
M -algebra homomorphism. The latter entails the first item of the following.

I Theorem 15 ([?, ?]). The following properties hold for any coalgebra c : XæFMX and
its determinisation c

˘ : MXæFMX:
1. Behavioural equivalence for (MX, c

˘) is a congruence w.r.t. the algebraic structure of M .
2. Behavioural equivalence for (X, c) implies trace semantics via determinisation.
3. Up-to context is a compatible [?] proof technique.
The second item will be used later in Section ?? to show that convex bisimilarity implies
trace equivalence for NPLTS.
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where st is the map st : M(XA) æ (MX)A defined, for all labels a œ A, by st(Ï)(a) =
Meva(Ï) with eva : X

A æ X the evaluation map defined as eva(Ï) = Ï(a). J
As a consequence, we can determinise c = Èo, tÍ : X æ O ◊ (MX)A to c

˘ = Èo˘
, t

˘Í where
o

˘ = a ¶ Mo and t
˘ = µ

A
X ¶ st ¶ Mt. The final coalgebra for the determinisation of automata

with M -e�ects and observations in O is carried by the O-weighted languages over alphabet
A, i.e., maps A

ú æ O. Unfolding the inductive definition of the final coalgebra semantics for
automata with M -e�ects and observations in O, see e.g. [?], gives [[÷(x)]]c˘(Á) = o

˘(x) and
[[÷(x)]]c˘(aw) = [[t˘(x)(a)]]c˘(w).

Knowing that (�, E) is a presentation for the monad M , we can write the algebraic
structure, and hence the determinisation concretely as follows. For an n-ary operation symbol
f œ � and a (�, E)-algebra A = (A, �A) we write fA for the n-ary operation on A that is
the interpretation of f . We have

fF MX(Èo1, f1Í, . . . , Èon, fnÍ) =
ÈfO(o1, . . . , on), (a ‘æ fMX(f1(a), . . . , fn(a)))Í.

Therefore, for a coalgebra c : X æ FMX, we have that c
˘ = Èo˘

, t
˘Í is inductively defined on

the structure of the �-terms by o
˘(x) = o(x), t

˘(x) = t(x) and

o
˘(fMX(t1, . . . , tn)) = fO(o˘(t1), . . . , o

˘(tn)) (9)
t
˘(fMX(t1, . . . , tn))(a) = fMX(t˘(t1)(a), . . . , t

˘(tn)(a))

I Example 14. [[·]] : PX æ 2Aú

[[�]](Á) = o
˘(�)

[[�]](aw) = [[t˘(�)(a)]](w)
[[·]] : DX æ [0, 1]Aú

x ‘æ 1
4 y ‘æ 3

4
”x

{x}
{x, y}
ÿ
X = {x, y}
A = {a, b}
Applying this construction to F = 2 ◊ (·)A and M = P, one transforms
Èo, tÍ : X æ [0, 1] ◊ (DX)A into Èo˘

, t
˘Í : DX æ [0, 1] ◊ (DX)A. The former is a non-

deterministic automaton and the latter is a deterministic automaton which has PX as states
space. In [?], see also [?], it is shown that, using the distributive law from Proposition 5, as
2 = P1 is the carrier of the free P-algebra, this amounts exactly to the standard determinisa-
tion from automata theory and justifies the term generalised determinisation. The obtained
semantics is language equivalence.

It is worth to mention that both the determinised coalgebra c
˘ : MXæFMX and the

final F -coalgebra are actually bialgebras [?, ?], roughly they are both an M -algebra and
an F -coalgebra. Moreover, the unique coalgebra morphism [[·]]c˘ : MX æ O

Aú is also an
M -algebra homomorphism. The latter entails the first item of the following.

I Theorem 15 ([?, ?]). The following properties hold for any coalgebra c : XæFMX and
its determinisation c

˘ : MXæFMX:
1. Behavioural equivalence for (MX, c

˘) is a congruence w.r.t. the algebraic structure of M .
2. Behavioural equivalence for (X, c) implies trace semantics via determinisation.
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In the determinisation of nondeterministic automata we 


use terms built of the following syntax
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where st is the map st : M(XA) æ (MX)A defined, for all labels a œ A, by st(Ï)(a) =
Meva(Ï) with eva : X

A æ X the evaluation map defined as eva(Ï) = Ï(a). J
As a consequence, we can determinise c = Èo, tÍ : X æ O ◊ (MX)A to c

˘ = Èo˘
, t

˘Í where
o

˘ = a ¶ Mo and t
˘ = µ

A
X ¶ st ¶ Mt. The final coalgebra for the determinisation of automata

with M -e�ects and observations in O is carried by the O-weighted languages over alphabet
A, i.e., maps A

ú æ O. Unfolding the inductive definition of the final coalgebra semantics for
automata with M -e�ects and observations in O, see e.g. [?], gives [[÷(x)]]c˘(Á) = o

˘(x) and
[[÷(x)]]c˘(aw) = [[t˘(x)(a)]]c˘(w).

Knowing that (�, E) is a presentation for the monad M , we can write the algebraic
structure, and hence the determinisation concretely as follows. For an n-ary operation symbol
f œ � and a (�, E)-algebra A = (A, �A) we write fA for the n-ary operation on A that is
the interpretation of f . We have

fF MX(Èo1, f1Í, . . . , Èon, fnÍ) =
ÈfO(o1, . . . , on), (a ‘æ fMX(f1(a), . . . , fn(a)))Í.

Therefore, for a coalgebra c : X æ FMX, we have that c
˘ = Èo˘

, t
˘Í is inductively defined on

the structure of the �-terms by o
˘(x) = o(x), t

˘(x) = t(x) and

o
˘(fMX(t1, . . . , tn)) = fO(o˘(t1), . . . , o

˘(tn)) (9)
t
˘(fMX(t1, . . . , tn))(a) = fMX(t˘(t1)(a), . . . , t

˘(tn)(a))

I Example 14. s, t ::= ı, s ü t, x œ X

[[·]] : PX æ 2Aú

[[�]](Á) = o
˘(�)

[[�]](aw) = [[t˘(�)(a)]](w)
[[·]] : DX æ [0, 1]Aú

x ‘æ 1
4 y ‘æ 3

4
”x

{x}
{x, y}
ÿ
X = {x, y}
A = {a, b}
Applying this construction to F = 2 ◊ (·)A and M = P, one transforms
Èo, tÍ : X æ [0, 1] ◊ (DX)A into Èo˘

, t
˘Í : DX æ [0, 1] ◊ (DX)A. The former is a non-

deterministic automaton and the latter is a deterministic automaton which has PX as states
space. In [?], see also [?], it is shown that, using the distributive law from Proposition 5, as
2 = P1 is the carrier of the free P-algebra, this amounts exactly to the standard determinisa-
tion from automata theory and justifies the term generalised determinisation. The obtained
semantics is language equivalence.

It is worth to mention that both the determinised coalgebra c
˘ : MXæFMX and the

final F -coalgebra are actually bialgebras [?, ?], roughly they are both an M -algebra and
an F -coalgebra. Moreover, the unique coalgebra morphism [[·]]c˘ : MX æ O

Aú is also an
M -algebra homomorphism. The latter entails the first item of the following.

I Theorem 15 ([?, ?]). The following properties hold for any coalgebra c : XæFMX and
its determinisation c

˘ : MXæFMX:
1. Behavioural equivalence for (MX, c

˘) is a congruence w.r.t. the algebraic structure of M .

to represent states in          
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where st is the map st : M(XA) æ (MX)A defined, for all labels a œ A, by st(Ï)(a) =
Meva(Ï) with eva : X

A æ X the evaluation map defined as eva(Ï) = Ï(a). J
As a consequence, we can determinise c = Èo, tÍ : X æ O ◊ (MX)A to c

˘ = Èo˘
, t

˘Í where
o

˘ = a ¶ Mo and t
˘ = µ

A
X ¶ st ¶ Mt. The final coalgebra for the determinisation of automata

with M -e�ects and observations in O is carried by the O-weighted languages over alphabet
A, i.e., maps A

ú æ O. Unfolding the inductive definition of the final coalgebra semantics for
automata with M -e�ects and observations in O, see e.g. [?], gives [[÷(x)]]c˘(Á) = o

˘(x) and
[[÷(x)]]c˘(aw) = [[t˘(x)(a)]]c˘(w).

Knowing that (�, E) is a presentation for the monad M , we can write the algebraic
structure, and hence the determinisation concretely as follows. For an n-ary operation symbol
f œ � and a (�, E)-algebra A = (A, �A) we write fA for the n-ary operation on A that is
the interpretation of f . We have

fF MX(Èo1, f1Í, . . . , Èon, fnÍ) =
ÈfO(o1, . . . , on), (a ‘æ fMX(f1(a), . . . , fn(a)))Í.

Therefore, for a coalgebra c : X æ FMX, we have that c
˘ = Èo˘

, t
˘Í is inductively defined on

the structure of the �-terms by o
˘(x) = o(x), t

˘(x) = t(x) and

o
˘(fMX(t1, . . . , tn)) = fO(o˘(t1), . . . , o

˘(tn)) (9)
t
˘(fMX(t1, . . . , tn))(a) = fMX(t˘(t1)(a), . . . , t

˘(tn)(a))

I Example 14. s, t ::= ı, s ü t, x œ X

[[·]] : PX æ 2Aú

[[�]](Á) = o
˘(�)

[[�]](aw) = [[t˘(�)(a)]](w)
[[·]] : DX æ [0, 1]Aú

x ‘æ 1
4 y ‘æ 3

4
”x

{x}
{x, y}
ÿ
X = {x, y}
A = {a, b}
Applying this construction to F = 2 ◊ (·)A and M = P, one transforms
Èo, tÍ : X æ [0, 1] ◊ (DX)A into Èo˘

, t
˘Í : DX æ [0, 1] ◊ (DX)A. The former is a non-

deterministic automaton and the latter is a deterministic automaton which has PX as states
space. In [?], see also [?], it is shown that, using the distributive law from Proposition 5, as
2 = P1 is the carrier of the free P-algebra, this amounts exactly to the standard determinisa-
tion from automata theory and justifies the term generalised determinisation. The obtained
semantics is language equivalence.

It is worth to mention that both the determinised coalgebra c
˘ : MXæFMX and the

final F -coalgebra are actually bialgebras [?, ?], roughly they are both an M -algebra and
an F -coalgebra. Moreover, the unique coalgebra morphism [[·]]c˘ : MX æ O

Aú is also an
M -algebra homomorphism. The latter entails the first item of the following.

I Theorem 15 ([?, ?]). The following properties hold for any coalgebra c : XæFMX and
its determinisation c

˘ : MXæFMX:
1. Behavioural equivalence for (MX, c

˘) is a congruence w.r.t. the algebraic structure of M .

In the determinisation of probabilistic automata we 

use terms built of the following syntax
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where st is the map st : M(XA) æ (MX)A defined, for all labels a œ A, by st(Ï)(a) =
Meva(Ï) with eva : X

A æ X the evaluation map defined as eva(Ï) = Ï(a). J
As a consequence, we can determinise c = Èo, tÍ : X æ O ◊ (MX)A to c

˘ = Èo˘
, t

˘Í where
o

˘ = a ¶ Mo and t
˘ = µ

A
X ¶ st ¶ Mt. The final coalgebra for the determinisation of automata

with M -e�ects and observations in O is carried by the O-weighted languages over alphabet
A, i.e., maps A

ú æ O. Unfolding the inductive definition of the final coalgebra semantics for
automata with M -e�ects and observations in O, see e.g. [?], gives [[÷(x)]]c˘(Á) = o

˘(x) and
[[÷(x)]]c˘(aw) = [[t˘(x)(a)]]c˘(w).

Knowing that (�, E) is a presentation for the monad M , we can write the algebraic
structure, and hence the determinisation concretely as follows. For an n-ary operation symbol
f œ � and a (�, E)-algebra A = (A, �A) we write fA for the n-ary operation on A that is
the interpretation of f . We have

fF MX(Èo1, f1Í, . . . , Èon, fnÍ) =
ÈfO(o1, . . . , on), (a ‘æ fMX(f1(a), . . . , fn(a)))Í.

Therefore, for a coalgebra c : X æ FMX, we have that c
˘ = Èo˘

, t
˘Í is inductively defined on

the structure of the �-terms by o
˘(x) = o(x), t

˘(x) = t(x) and

o
˘(fMX(t1, . . . , tn)) = fO(o˘(t1), . . . , o

˘(tn)) (9)
t
˘(fMX(t1, . . . , tn))(a) = fMX(t˘(t1)(a), . . . , t

˘(tn)(a))

I Example 14. s, t ::= ı, s ü t, x œ X

s, t ::= s +p t, x œ X for all p œ [0, 1]
[[·]] : PX æ 2Aú

[[�]](Á) = o
˘(�)

[[�]](aw) = [[t˘(�)(a)]](w)
[[·]] : DX æ [0, 1]Aú

x ‘æ 1
4 y ‘æ 3

4
”x

{x}
{x, y}
ÿ
X = {x, y}
A = {a, b}
Applying this construction to F = 2 ◊ (·)A and M = P, one transforms
Èo, tÍ : X æ [0, 1] ◊ (DX)A into Èo˘

, t
˘Í : DX æ [0, 1] ◊ (DX)A. The former is a non-

deterministic automaton and the latter is a deterministic automaton which has PX as states
space. In [?], see also [?], it is shown that, using the distributive law from Proposition 5, as
2 = P1 is the carrier of the free P-algebra, this amounts exactly to the standard determinisa-
tion from automata theory and justifies the term generalised determinisation. The obtained
semantics is language equivalence.

It is worth to mention that both the determinised coalgebra c
˘ : MXæFMX and the

final F -coalgebra are actually bialgebras [?, ?], roughly they are both an M -algebra and
an F -coalgebra. Moreover, the unique coalgebra morphism [[·]]c˘ : MX æ O

Aú is also an
M -algebra homomorphism. The latter entails the first item of the following.

I Theorem 15 ([?, ?]). The following properties hold for any coalgebra c : XæFMX and
its determinisation c

˘ : MXæFMX:

to represent elements of          
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where st is the map st : M(XA) æ (MX)A defined, for all labels a œ A, by st(Ï)(a) =
Meva(Ï) with eva : X

A æ X the evaluation map defined as eva(Ï) = Ï(a). J
As a consequence, we can determinise c = Èo, tÍ : X æ O ◊ (MX)A to c

˘ = Èo˘
, t

˘Í where
o

˘ = a ¶ Mo and t
˘ = µ

A
X ¶ st ¶ Mt. The final coalgebra for the determinisation of automata

with M -e�ects and observations in O is carried by the O-weighted languages over alphabet
A, i.e., maps A

ú æ O. Unfolding the inductive definition of the final coalgebra semantics for
automata with M -e�ects and observations in O, see e.g. [?], gives [[÷(x)]]c˘(Á) = o

˘(x) and
[[÷(x)]]c˘(aw) = [[t˘(x)(a)]]c˘(w).

Knowing that (�, E) is a presentation for the monad M , we can write the algebraic
structure, and hence the determinisation concretely as follows. For an n-ary operation symbol
f œ � and a (�, E)-algebra A = (A, �A) we write fA for the n-ary operation on A that is
the interpretation of f . We have

fF MX(Èo1, f1Í, . . . , Èon, fnÍ) =
ÈfO(o1, . . . , on), (a ‘æ fMX(f1(a), . . . , fn(a)))Í.

Therefore, for a coalgebra c : X æ FMX, we have that c
˘ = Èo˘

, t
˘Í is inductively defined on

the structure of the �-terms by o
˘(x) = o(x), t

˘(x) = t(x) and

o
˘(fMX(t1, . . . , tn)) = fO(o˘(t1), . . . , o

˘(tn)) (9)
t
˘(fMX(t1, . . . , tn))(a) = fMX(t˘(t1)(a), . . . , t

˘(tn)(a))

I Example 14. s, t ::= ı, s ü t, x œ X

s, t ::= s +p t, x œ X for all p œ [0, 1]
[[·]] : PX æ 2Aú

[[�]](Á) = o
˘(�)

[[�]](aw) = [[t˘(�)(a)]](w)
[[·]] : DX æ [0, 1]Aú

x ‘æ 1
4 y ‘æ 3

4
”x

{x}
{x, y}
ÿ
X = {x, y}
A = {a, b}
Applying this construction to F = 2 ◊ (·)A and M = P, one transforms
Èo, tÍ : X æ [0, 1] ◊ (DX)A into Èo˘

, t
˘Í : DX æ [0, 1] ◊ (DX)A. The former is a non-

deterministic automaton and the latter is a deterministic automaton which has PX as states
space. In [?], see also [?], it is shown that, using the distributive law from Proposition 5, as
2 = P1 is the carrier of the free P-algebra, this amounts exactly to the standard determinisa-
tion from automata theory and justifies the term generalised determinisation. The obtained
semantics is language equivalence.

It is worth to mention that both the determinised coalgebra c
˘ : MXæFMX and the

final F -coalgebra are actually bialgebras [?, ?], roughly they are both an M -algebra and
an F -coalgebra. Moreover, the unique coalgebra morphism [[·]]c˘ : MX æ O

Aú is also an
M -algebra homomorphism. The latter entails the first item of the following.

I Theorem 15 ([?, ?]). The following properties hold for any coalgebra c : XæFMX and
its determinisation c

˘ : MXæFMX:
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where st is the map st : M(XA) æ (MX)A defined, for all labels a œ A, by st(Ï)(a) =
Meva(Ï) with eva : X

A æ X the evaluation map defined as eva(Ï) = Ï(a). J
As a consequence, we can determinise c = Èo, tÍ : X æ O ◊ (MX)A to c

˘ = Èo˘
, t

˘Í where
o

˘ = a ¶ Mo and t
˘ = µ

A
X ¶ st ¶ Mt. The final coalgebra for the determinisation of automata

with M -e�ects and observations in O is carried by the O-weighted languages over alphabet
A, i.e., maps A

ú æ O. Unfolding the inductive definition of the final coalgebra semantics for
automata with M -e�ects and observations in O, see e.g. [?], gives [[÷(x)]]c˘(Á) = o

˘(x) and
[[÷(x)]]c˘(aw) = [[t˘(x)(a)]]c˘(w).

Knowing that (�, E) is a presentation for the monad M , we can write the algebraic
structure, and hence the determinisation concretely as follows. For an n-ary operation symbol
f œ � and a (�, E)-algebra A = (A, �A) we write fA for the n-ary operation on A that is
the interpretation of f . We have

fF MX(Èo1, f1Í, . . . , Èon, fnÍ) =
ÈfO(o1, . . . , on), (a ‘æ fMX(f1(a), . . . , fn(a)))Í.

Therefore, for a coalgebra c : X æ FMX, we have that c
˘ = Èo˘

, t
˘Í is inductively defined on

the structure of the �-terms by o
˘(x) = o(x), t

˘(x) = t(x) and

o
˘(fMX(t1, . . . , tn)) = fO(o˘(t1), . . . , o

˘(tn)) (9)
t
˘(fMX(t1, . . . , tn))(a) = fMX(t˘(t1)(a), . . . , t

˘(tn)(a))

I Example 14. s, t ::= ı, s ü t, x œ X

s, t ::= s +p t, x œ X for all p œ [0, 1]
≠

ı
aæ ı

s
aæ s

Õ
t

aæ t
Õ

s ü t
aæ s

Õ ü t
Õ

≠
ı ¿0
s ¿b1 t ¿b2

s ü t ¿b1Ûb2

s
aæ s

Õ
t

aæ t
Õ

s +p t
aæ s

Õ +p t
Õ

s ¿q1 t ¿q2

s +p t ¿p·q1+(1≠p)·q2

[[·]] : PX æ 2Aú

[[�]](Á) = o
˘(�)

[[�]](aw) = [[t˘(�)(a)]](w)
[[·]] : DX æ [0, 1]Aú

x ‘æ 1
4 y ‘æ 3

4
”x

{x}
{x, y}
ÿ
X = {x, y}
A = {a, b}
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where st is the map st : M(XA) æ (MX)A defined, for all labels a œ A, by st(Ï)(a) =
Meva(Ï) with eva : X

A æ X the evaluation map defined as eva(Ï) = Ï(a). J
As a consequence, we can determinise c = Èo, tÍ : X æ O ◊ (MX)A to c

˘ = Èo˘
, t

˘Í where
o

˘ = a ¶ Mo and t
˘ = µ

A
X ¶ st ¶ Mt. The final coalgebra for the determinisation of automata

with M -e�ects and observations in O is carried by the O-weighted languages over alphabet
A, i.e., maps A

ú æ O. Unfolding the inductive definition of the final coalgebra semantics for
automata with M -e�ects and observations in O, see e.g. [?], gives [[÷(x)]]c˘(Á) = o

˘(x) and
[[÷(x)]]c˘(aw) = [[t˘(x)(a)]]c˘(w).

Knowing that (�, E) is a presentation for the monad M , we can write the algebraic
structure, and hence the determinisation concretely as follows. For an n-ary operation symbol
f œ � and a (�, E)-algebra A = (A, �A) we write fA for the n-ary operation on A that is
the interpretation of f . We have

fF MX(Èo1, f1Í, . . . , Èon, fnÍ) =
ÈfO(o1, . . . , on), (a ‘æ fMX(f1(a), . . . , fn(a)))Í.

Therefore, for a coalgebra c : X æ FMX, we have that c
˘ = Èo˘

, t
˘Í is inductively defined on

the structure of the �-terms by o
˘(x) = o(x), t

˘(x) = t(x) and

o
˘(fMX(t1, . . . , tn)) = fO(o˘(t1), . . . , o

˘(tn)) (9)
t
˘(fMX(t1, . . . , tn))(a) = fMX(t˘(t1)(a), . . . , t

˘(tn)(a))

I Example 14. s, t ::= ı, s ü t, x œ X

s, t ::= s +p t, x œ X for all p œ [0, 1]
≠

ı
aæ ı

s
aæ s

Õ
t

aæ t
Õ

s ü t
aæ s

Õ ü t
Õ

≠
ı ¿0
s ¿b1 t ¿b2

s ü t ¿b1Ûb2

s
aæ s

Õ
t

aæ t
Õ

s +p t
aæ s

Õ +p t
Õ

s ¿q1 t ¿q2

s +p t ¿p·q1+(1≠p)·q2

[[·]] : PX æ 2Aú

[[�]](Á) = o
˘(�)

[[�]](aw) = [[t˘(�)(a)]](w)
[[·]] : DX æ [0, 1]Aú

x ‘æ 1
4 y ‘æ 3

4
”x

{x}
{x, y}
ÿ
X = {x, y}
A = {a, b}
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where st is the map st : M(XA) æ (MX)A defined, for all labels a œ A, by st(Ï)(a) =
Meva(Ï) with eva : X

A æ X the evaluation map defined as eva(Ï) = Ï(a). J
As a consequence, we can determinise c = Èo, tÍ : X æ O ◊ (MX)A to c

˘ = Èo˘
, t

˘Í where
o

˘ = a ¶ Mo and t
˘ = µ

A
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approach founded on algebras and coalgebras and inspired by automata theory, and study
determinisation of NPLTS in this framework. Then we find a way to mimic the local-view
approach and show that we can recover known trace semantics from the literature. We
introduce now the main pieces of our puzzle, and show how everything combines together in
the theory of traces for NPLTS.

In order to illustrate our approach, it is convenient to recall nondeterministic automata
(NDA) and Rabin probabilistic automata (PA) [?]. Both NDA and PA can be described as
maps Èo, tÍ : X æ O ◊ (MX)A where X is a set of states, A is the set of labels, o : X æ O is
the output function assigning to each state in X an observation, and t : X æ (MX)A is the
transition function that assigns to each state x in X and to each letter a of the alphabet A an
element of MX that describes the choice of a next state. For NDA, this is a nondeterministic
choice; for PA, the choice is governed by a probability distribution. An NDA state observes
one of two possible values which qualify the state as accepting or not. A state in a PA
observes a real number in [0, 1]. Below we depict an example NDA (on the left) and an
example PA (on the right) with labels A = {a, b} and with outputs denoted by ¿.

x ¿0 y ¿1
a

a b

x ¿0 y ¿1
a, b

a, b

1
2

1
2

The type of choice, modelled abstractly by a monad M , is often linked to a concrete
algebraic theory, the presentation of M . Having such a presentation is a valuable tool,
since it provides a finite syntax for describing finite branching. For nondeterministic choice
this is the algebraic theory of semilattices (with bottom), for probabilistic choice it is the
algebraic theory of convex algebras. Once we have such an algebraic presentation, we have a
determinised automaton (as depicted below) and we inductively compute the output value
after executing a trace by following the algebraic structure.

x ¿0 x ü y ¿1

ı ¿0

a

b

a, b

a
b

x ¿0

x + 1
2

y ¿ 1
2

x + 1
4

y ¿ 3
4

...

a, b

a, b

a, b

Here x ü y denotes the nondeterministic choice of x or y, and x +p y the probabilistic choice
where x is chosen with probability p and y with probability 1 ≠ p. For example, in the
determinised PA we have, since x

aæ x + 1
2

y and y
aæ y:

x + 1
2

y
aæ (x + 1

2
y) + 1

2
y = x + 1

4
y

and hence the output of x + 1
4

y is o(x) + 1
4

o(y) = 3
4 giving us the probability of x executing

the trace aa. Our computation is enabled by having the right algebraic structure on the set
of observations: a semilattice on {0, 1} and a convex algebra on [0, 1]. The induced semantics
is language equivalence and probabilistic language equivalence, respectively.
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where st is the map st : M(XA) æ (MX)A defined, for all labels a œ A, by st(Ï)(a) =
Meva(Ï) with eva : X

A æ X the evaluation map defined as eva(Ï) = Ï(a). J
As a consequence, we can determinise c = Èo, tÍ : X æ O ◊ (MX)A to c

˘ = Èo˘
, t

˘Í where
o

˘ = a ¶ Mo and t
˘ = µ

A
X ¶ st ¶ Mt. The final coalgebra for the determinisation of automata

with M -e�ects and observations in O is carried by the O-weighted languages over alphabet
A, i.e., maps A

ú æ O. Unfolding the inductive definition of the final coalgebra semantics for
automata with M -e�ects and observations in O, see e.g. [?], gives [[÷(x)]]c˘(Á) = o

˘(x) and
[[÷(x)]]c˘(aw) = [[t˘(x)(a)]]c˘(w).

Knowing that (�, E) is a presentation for the monad M , we can write the algebraic
structure, and hence the determinisation concretely as follows. For an n-ary operation symbol
f œ � and a (�, E)-algebra A = (A, �A) we write fA for the n-ary operation on A that is
the interpretation of f . We have

fF MX(Èo1, f1Í, . . . , Èon, fnÍ) =
ÈfO(o1, . . . , on), (a ‘æ fMX(f1(a), . . . , fn(a)))Í.

Therefore, for a coalgebra c : X æ FMX, we have that c
˘ = Èo˘

, t
˘Í is inductively defined on

the structure of the �-terms by o
˘(x) = o(x), t

˘(x) = t(x) and

o
˘(fMX(t1, . . . , tn)) = fO(o˘(t1), . . . , o

˘(tn)) (9)
t
˘(fMX(t1, . . . , tn))(a) = fMX(t˘(t1)(a), . . . , t

˘(tn)(a))
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approach founded on algebras and coalgebras and inspired by automata theory, and study
determinisation of NPLTS in this framework. Then we find a way to mimic the local-view
approach and show that we can recover known trace semantics from the literature. We
introduce now the main pieces of our puzzle, and show how everything combines together in
the theory of traces for NPLTS.

In order to illustrate our approach, it is convenient to recall nondeterministic automata
(NDA) and Rabin probabilistic automata (PA) [?]. Both NDA and PA can be described as
maps Èo, tÍ : X æ O ◊ (MX)A where X is a set of states, A is the set of labels, o : X æ O is
the output function assigning to each state in X an observation, and t : X æ (MX)A is the
transition function that assigns to each state x in X and to each letter a of the alphabet A an
element of MX that describes the choice of a next state. For NDA, this is a nondeterministic
choice; for PA, the choice is governed by a probability distribution. An NDA state observes
one of two possible values which qualify the state as accepting or not. A state in a PA
observes a real number in [0, 1]. Below we depict an example NDA (on the left) and an
example PA (on the right) with labels A = {a, b} and with outputs denoted by ¿.

x ¿0 y ¿1
a

a b

x ¿0 y ¿1
a, b

a, b

1
2

1
2

The type of choice, modelled abstractly by a monad M , is often linked to a concrete
algebraic theory, the presentation of M . Having such a presentation is a valuable tool,
since it provides a finite syntax for describing finite branching. For nondeterministic choice
this is the algebraic theory of semilattices (with bottom), for probabilistic choice it is the
algebraic theory of convex algebras. Once we have such an algebraic presentation, we have a
determinised automaton (as depicted below) and we inductively compute the output value
after executing a trace by following the algebraic structure.

x ¿0 x ü y ¿1

ı ¿0

a

b

a, b

a
b

x ¿0

x + 1
2

y ¿ 1
2

x + 1
4

y ¿ 3
4

...

a, b

a, b

a, b

Here x ü y denotes the nondeterministic choice of x or y, and x +p y the probabilistic choice
where x is chosen with probability p and y with probability 1 ≠ p. For example, in the
determinised PA we have, since x

aæ x + 1
2

y and y
aæ y:

x + 1
2

y
aæ (x + 1

2
y) + 1

2
y = x + 1

4
y

and hence the output of x + 1
4

y is o(x) + 1
4

o(y) = 3
4 giving us the probability of x executing

the trace aa. Our computation is enabled by having the right algebraic structure on the set
of observations: a semilattice on {0, 1} and a convex algebra on [0, 1]. The induced semantics
is language equivalence and probabilistic language equivalence, respectively.
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Applying this construction to F = 2 ◊ (·)A and M = P, one transforms
Èo, tÍ : X æ [0, 1] ◊ (DX)A into Èo˘

, t
˘Í : DX æ [0, 1] ◊ (DX)A. The former is a non-

deterministic automaton and the latter is a deterministic automaton which has PX as states
space. In [?], see also [?], it is shown that, using the distributive law from Proposition 5, as
2 = P1 is the carrier of the free P-algebra, this amounts exactly to the standard determinisa-
tion from automata theory and justifies the term generalised determinisation. The obtained
semantics is language equivalence.

It is worth to mention that both the determinised coalgebra c
˘ : MXæFMX and the

final F -coalgebra are actually bialgebras [?, ?], roughly they are both an M -algebra and
an F -coalgebra. Moreover, the unique coalgebra morphism [[·]]c˘ : MX æ O

Aú is also an
M -algebra homomorphism. The latter entails the first item of the following.

I Theorem 15 ([?, ?]). The following properties hold for any coalgebra c : XæFMX and
its determinisation c

˘ : MXæFMX:
1. Behavioural equivalence for (MX, c

˘) is a congruence w.r.t. the algebraic structure of M .
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of T�,E1 . In the sequel we present several algebraic theories that give presentations to the
monads of interest.

Presenting the monad Pne Let �N be the signature consisting of a binary operation
ü. Let EN be the following set of axioms.

(x ü y) ü z
(A)= x ü (y ü z)

x ü y
(C)= y ü x

x ü x
(I)= x

The algebraic theory (�N , EN ) of semilattices provides a presentation for the monad
Pne. We refer to this theory as the theory of nondeterminism. To avoid confusion later, it is
convenient to fix here the interpretation of ü as a join (rather than a meet) and, thus, to
think of the induced order as x ı y i� x ü y = y.

Presenting the monad D Let �P be the signature consisting of binary operations +p

for all p œ (0, 1). Let EP be the following set of axioms.

(x +q y) +p z
(Ap)= x +pq (y + p(1≠q)

1≠pq

z)

x +p y
(Cp)= y +1≠p x

x +p x
(Ip)= x

Here, (Ap), (Cp), and (Ip) are the axioms of parametric associativity, commutativity, and
idempotence. The algebraic theory (�P , EP ) of convex algebras, see [?, ?, ?, ?, ?], provides
a presentation for the monad D.

Another presentation of convex algebras is given by the algebraic theory with infinitely
many operations denoting arbitrary (and not only binary) convex combinations (�P̂ , EP̂ )
where �P̂ consists of operations

qn
i=1 pi(·)i for all n œ N and (p1, . . . , pn) œ [0, 1]n such thatqn

i=1 pi = 1 and EP̂ is the set of the following two axioms.

nÿ

i=0
pixi

(P )= xj if pj = 1

nÿ

i=0
pi

Q

a
mÿ

j=0
qi,jxj

R

b (BC)=
mÿ

j=0

A
nÿ

i=0
piqi,j

B
xj .

Here, (P ) stands for projection, and (BC) for barycentre. This allows us to interchangeably
use binary convex combinations or arbitrary convex combinations whenever more convenient.
Moreover, we can write binary convex combinations +p for p œ [0, 1] and not just p œ (0, 1).

Convex algebras are known under many names: “convex modules” in [?], “positive convex
structures” in [?] (where X is taken to be endowed with the discrete topology), “sets with
a convex structure” in [?], and barycentric algebras [?]. We refer to the theory of convex
algebras as the algebraic theory for probability.
I Remark. Let X be a (�P̂ , EP̂ )-algebra. Then (for pn ”= 1 and pn = 1 ≠ pn)

nÿ

i=1
pixi = pn

Q

a
n≠1ÿ

j=1

pj

pn
xj

R

b + pnxn. (5)
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Hence, an n-ary convex combination can be written as a binary convex combination using
an (n ≠ 1)-ary convex combination.

One can also see Equation (5) as a definition – the classical definition of Stone [?,
Definition 1]. The following property, whose proof follows by induction along the lines of [?,
Lemma 1–Lemma 4], gives the connection:

Let X be the carrier of a (�P , EP )-algebra. Define n-ary convex operations inductively
by the projection axiom and the formula (5). Then X becomes an algebra in (�P̂ , EP̂ ).

Presenting · + 1 The algebraic theory (�T , ET ) for the termination monad consists of
a single constant (nullary operation symbol) �T = {ı} and no equations ET = ÿ. This is
called the theory of pointed sets.

Combining Algebraic Theories Algebraic theories can be combined in a number of
general ways: by taking their coproduct, their tensor, or by means of distributive laws (see
e.g. [?]). Unfortunately, these abstract constructions do not lead to a presentation for the
monad we are interested in. We will thus devote the next section to show a “hand-made”
presentation for this monad.

We conclude this section with a well known fact that can be easily proved, for instance
by taking the distributive law in (1): given a presentation (�, E) for a monad M , the monad
M(· + 1) is presented by the theory (�Õ

, E) where �Õ is � together with an extra constant ı.
For instance, the subdistributions monad D(·+1) is presented by the theory (�P fi�T , EP ) of
pointed convex algebras, also known as positive convex algebras. The theory (�N fi�T , EN ) of
pointed semilattices provides instead a presentation for the monad Pne(· + 1). It is interesting
to observe that the powerset monad P is presented by adding to (�N fi �T , EN ) the equation

x ü ı
(B)= x

leading to the theory of semilattices with bottom. The theory of semilattices with top can be
obtained by adding instead the following equation:

x ü ı
(T )= ı.

Similar axioms can be added to the theory of pointed convex algebras (�P fi �T , EP ). The
axiom

x +p ı
(Bp)= x

makes the probabilistic structure collapse, i.e., x +p y = x +q y holds for any p, q œ (0, 1):

x +p y
(Bp)= (x +q ı) +p y

(Ap)= x +pq (ı + p(1≠q)
1≠pq

y)
(Bp)= x +pq y

(Bp)= x +pq (ı + q(1≠p)
1≠pq

y)
(Ap)= (x +p ı) +q y

(Bp)= x +q y

At the monad level, adding the axioms (Bp) can be seen as the quotient of monads supp: D(·+
1) ∆ P mapping each sub-distribution into its support (e.g., (x +p y) +q ı becomes x + y).

On the other hand, the axiom

x +p ı
(Tp)= ı
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where st is the map st : M(XA) æ (MX)A defined, for all labels a œ A, by st(Ï)(a) =
Meva(Ï) with eva : X

A æ X the evaluation map defined as eva(Ï) = Ï(a). J
As a consequence, we can determinise c = Èo, tÍ : X æ O ◊ (MX)A to c

˘ = Èo˘
, t

˘Í where
o

˘ = a ¶ Mo and t
˘ = µ

A
X ¶ st ¶ Mt. The final coalgebra for the determinisation of automata

with M -e�ects and observations in O is carried by the O-weighted languages over alphabet
A, i.e., maps A

ú æ O. Unfolding the inductive definition of the final coalgebra semantics for
automata with M -e�ects and observations in O, see e.g. [?], gives [[÷(x)]]c˘(Á) = o

˘(x) and
[[÷(x)]]c˘(aw) = [[t˘(x)(a)]]c˘(w).

Knowing that (�, E) is a presentation for the monad M , we can write the algebraic
structure, and hence the determinisation concretely as follows. For an n-ary operation symbol
f œ � and a (�, E)-algebra A = (A, �A) we write fA for the n-ary operation on A that is
the interpretation of f . We have

fF MX(Èo1, f1Í, . . . , Èon, fnÍ) =
ÈfO(o1, . . . , on), (a ‘æ fMX(f1(a), . . . , fn(a)))Í.

Therefore, for a coalgebra c : X æ FMX, we have that c
˘ = Èo˘

, t
˘Í is inductively defined on

the structure of the �-terms by o
˘(x) = o(x), t

˘(x) = t(x) and

o
˘(fMX(t1, . . . , tn)) = fO(o˘(t1), . . . , o

˘(tn)) (9)
t
˘(fMX(t1, . . . , tn))(a) = fMX(t˘(t1)(a), . . . , t

˘(tn)(a))

I Example 14. s, t ::= ı, s ü t, x œ X

s, t ::= s +p t, x œ X for all p œ [0, 1]
≠

ı
aæ ı

s
aæ s

Õ
t

aæ t
Õ

s ü t
aæ s

Õ ü t
Õ

≠
ı ¿0
s ¿b1 t ¿b2

s ü t ¿b1Ûb2

s
aæ s

Õ
t

aæ t
Õ

s +p t
aæ s

Õ +p t
Õ

s ¿q1 t ¿q2

s +p t ¿p·q1+(1≠p)·q2

[[·]] : PX æ 2Aú

[[�]](Á) = o
˘(�)

[[�]](aw) = [[t˘(�)(a)]](w)
[[·]] : DX æ [0, 1]Aú

x ‘æ 1
4 y ‘æ 3

4
”x

{x}
{x, y}
ÿ
X = {x, y}
A = {a, b}

The set of terms quotiented by these axioms is isomorphic to

this theory is a presentation for the powerset monad



The Algebraic Theory of 
Convex Algebras
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of T�,E1 . In the sequel we present several algebraic theories that give presentations to the
monads of interest.

Presenting the monad Pne Let �N be the signature consisting of a binary operation
ü. Let EN be the following set of axioms.

(x ü y) ü z
(A)= x ü (y ü z)

x ü y
(C)= y ü x

x ü x
(I)= x

The algebraic theory (�N , EN ) of semilattices provides a presentation for the monad
Pne. We refer to this theory as the theory of nondeterminism. To avoid confusion later, it is
convenient to fix here the interpretation of ü as a join (rather than a meet) and, thus, to
think of the induced order as x ı y i� x ü y = y.

Presenting the monad D Let �P be the signature consisting of binary operations +p

for all p œ (0, 1). Let EP be the following set of axioms.

(x +q y) +p z
(Ap)= x +pq (y + p(1≠q)

1≠pq

z)

x +p y
(Cp)= y +1≠p x

x +p x
(Ip)= x

Here, (Ap), (Cp), and (Ip) are the axioms of parametric associativity, commutativity, and
idempotence. The algebraic theory (�P , EP ) of convex algebras, see [?, ?, ?, ?, ?], provides
a presentation for the monad D.

Another presentation of convex algebras is given by the algebraic theory with infinitely
many operations denoting arbitrary (and not only binary) convex combinations (�P̂ , EP̂ )
where �P̂ consists of operations

qn
i=1 pi(·)i for all n œ N and (p1, . . . , pn) œ [0, 1]n such thatqn

i=1 pi = 1 and EP̂ is the set of the following two axioms.

nÿ

i=0
pixi

(P )= xj if pj = 1

nÿ

i=0
pi

Q

a
mÿ

j=0
qi,jxj

R

b (BC)=
mÿ

j=0

A
nÿ

i=0
piqi,j

B
xj .

Here, (P ) stands for projection, and (BC) for barycentre. This allows us to interchangeably
use binary convex combinations or arbitrary convex combinations whenever more convenient.
Moreover, we can write binary convex combinations +p for p œ [0, 1] and not just p œ (0, 1).

Convex algebras are known under many names: “convex modules” in [?], “positive convex
structures” in [?] (where X is taken to be endowed with the discrete topology), “sets with
a convex structure” in [?], and barycentric algebras [?]. We refer to the theory of convex
algebras as the algebraic theory for probability.
I Remark. Let X be a (�P̂ , EP̂ )-algebra. Then (for pn ”= 1 and pn = 1 ≠ pn)

nÿ

i=1
pixi = pn

Q

a
n≠1ÿ

j=1

pj

pn
xj

R

b + pnxn. (5)
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where st is the map st : M(XA) æ (MX)A defined, for all labels a œ A, by st(Ï)(a) =
Meva(Ï) with eva : X

A æ X the evaluation map defined as eva(Ï) = Ï(a). J
As a consequence, we can determinise c = Èo, tÍ : X æ O ◊ (MX)A to c

˘ = Èo˘
, t

˘Í where
o

˘ = a ¶ Mo and t
˘ = µ

A
X ¶ st ¶ Mt. The final coalgebra for the determinisation of automata

with M -e�ects and observations in O is carried by the O-weighted languages over alphabet
A, i.e., maps A

ú æ O. Unfolding the inductive definition of the final coalgebra semantics for
automata with M -e�ects and observations in O, see e.g. [?], gives [[÷(x)]]c˘(Á) = o

˘(x) and
[[÷(x)]]c˘(aw) = [[t˘(x)(a)]]c˘(w).

Knowing that (�, E) is a presentation for the monad M , we can write the algebraic
structure, and hence the determinisation concretely as follows. For an n-ary operation symbol
f œ � and a (�, E)-algebra A = (A, �A) we write fA for the n-ary operation on A that is
the interpretation of f . We have

fF MX(Èo1, f1Í, . . . , Èon, fnÍ) =
ÈfO(o1, . . . , on), (a ‘æ fMX(f1(a), . . . , fn(a)))Í.

Therefore, for a coalgebra c : X æ FMX, we have that c
˘ = Èo˘

, t
˘Í is inductively defined on

the structure of the �-terms by o
˘(x) = o(x), t

˘(x) = t(x) and

o
˘(fMX(t1, . . . , tn)) = fO(o˘(t1), . . . , o

˘(tn)) (9)
t
˘(fMX(t1, . . . , tn))(a) = fMX(t˘(t1)(a), . . . , t

˘(tn)(a))

I Example 14. s, t ::= ı, s ü t, x œ X

s, t ::= s +p t, x œ X for all p œ [0, 1]
[[·]] : PX æ 2Aú

[[�]](Á) = o
˘(�)

[[�]](aw) = [[t˘(�)(a)]](w)
[[·]] : DX æ [0, 1]Aú

x ‘æ 1
4 y ‘æ 3

4
”x

{x}
{x, y}
ÿ
X = {x, y}
A = {a, b}
Applying this construction to F = 2 ◊ (·)A and M = P, one transforms
Èo, tÍ : X æ [0, 1] ◊ (DX)A into Èo˘

, t
˘Í : DX æ [0, 1] ◊ (DX)A. The former is a non-

deterministic automaton and the latter is a deterministic automaton which has PX as states
space. In [?], see also [?], it is shown that, using the distributive law from Proposition 5, as
2 = P1 is the carrier of the free P-algebra, this amounts exactly to the standard determinisa-
tion from automata theory and justifies the term generalised determinisation. The obtained
semantics is language equivalence.

It is worth to mention that both the determinised coalgebra c
˘ : MXæFMX and the

final F -coalgebra are actually bialgebras [?, ?], roughly they are both an M -algebra and
an F -coalgebra. Moreover, the unique coalgebra morphism [[·]]c˘ : MX æ O

Aú is also an
M -algebra homomorphism. The latter entails the first item of the following.

I Theorem 15 ([?, ?]). The following properties hold for any coalgebra c : XæFMX and
its determinisation c

˘ : MXæFMX:

The set of terms quotiented by these axioms is isomorphic to
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where st is the map st : M(XA) æ (MX)A defined, for all labels a œ A, by st(Ï)(a) =
Meva(Ï) with eva : X

A æ X the evaluation map defined as eva(Ï) = Ï(a). J
As a consequence, we can determinise c = Èo, tÍ : X æ O ◊ (MX)A to c

˘ = Èo˘
, t

˘Í where
o

˘ = a ¶ Mo and t
˘ = µ

A
X ¶ st ¶ Mt. The final coalgebra for the determinisation of automata

with M -e�ects and observations in O is carried by the O-weighted languages over alphabet
A, i.e., maps A

ú æ O. Unfolding the inductive definition of the final coalgebra semantics for
automata with M -e�ects and observations in O, see e.g. [?], gives [[÷(x)]]c˘(Á) = o

˘(x) and
[[÷(x)]]c˘(aw) = [[t˘(x)(a)]]c˘(w).

Knowing that (�, E) is a presentation for the monad M , we can write the algebraic
structure, and hence the determinisation concretely as follows. For an n-ary operation symbol
f œ � and a (�, E)-algebra A = (A, �A) we write fA for the n-ary operation on A that is
the interpretation of f . We have

fF MX(Èo1, f1Í, . . . , Èon, fnÍ) =
ÈfO(o1, . . . , on), (a ‘æ fMX(f1(a), . . . , fn(a)))Í.

Therefore, for a coalgebra c : X æ FMX, we have that c
˘ = Èo˘

, t
˘Í is inductively defined on

the structure of the �-terms by o
˘(x) = o(x), t

˘(x) = t(x) and

o
˘(fMX(t1, . . . , tn)) = fO(o˘(t1), . . . , o

˘(tn)) (9)
t
˘(fMX(t1, . . . , tn))(a) = fMX(t˘(t1)(a), . . . , t

˘(tn)(a))

I Example 14. s, t ::= ı, s ü t, x œ X

s, t ::= s +p t, x œ X for all p œ [0, 1]
[[·]] : PX æ 2Aú

[[�]](Á) = o
˘(�)

[[�]](aw) = [[t˘(�)(a)]](w)
[[·]] : DX æ [0, 1]Aú

x ‘æ 1
4 y ‘æ 3

4
”x

{x}
{x, y}
ÿ
X = {x, y}
A = {a, b}
Applying this construction to F = 2 ◊ (·)A and M = P, one transforms
Èo, tÍ : X æ [0, 1] ◊ (DX)A into Èo˘

, t
˘Í : DX æ [0, 1] ◊ (DX)A. The former is a non-

deterministic automaton and the latter is a deterministic automaton which has PX as states
space. In [?], see also [?], it is shown that, using the distributive law from Proposition 5, as
2 = P1 is the carrier of the free P-algebra, this amounts exactly to the standard determinisa-
tion from automata theory and justifies the term generalised determinisation. The obtained
semantics is language equivalence.

It is worth to mention that both the determinised coalgebra c
˘ : MXæFMX and the

final F -coalgebra are actually bialgebras [?, ?], roughly they are both an M -algebra and
an F -coalgebra. Moreover, the unique coalgebra morphism [[·]]c˘ : MX æ O

Aú is also an
M -algebra homomorphism. The latter entails the first item of the following.

I Theorem 15 ([?, ?]). The following properties hold for any coalgebra c : XæFMX and
its determinisation c

˘ : MXæFMX:

this theory is a presentation for the distribution monad



Probabilistic Nondeterministic 
Language Semantics ?

NPA
X ➝ ? x (PDX)A 

For example, in the determinised PA we have, since x
a!

x+ 1
2
y and y

a! y:

x+ 1
2
y

a! (x+ 1
2
y) + 1

2
y = x+ 1

4
y

and hence the output of x+ 1
4
y is o(x)+ 1

4
o(y) = 3

4 giving us
the probability of x executing the trace aa. Our computation
is enabled by having the right algebraic structure on the set
of observations: a semilattice on {0, 1} and a convex algebra
on [0, 1]. The induced semantics is language equivalence and
probabilistic language equivalence, respectively.

This is the approach of trace semantics via a determinisa-
tion [30], founded in the abstract understanding of automata
as coalgebras and computational effects as monads.

We develop a theory of traces for NPLTS using such
approach. For this purpose we take the monad for nondeter-
minism and probability [17] with origins in [14], [18], [19],
[20], [21], [32], namely, the monad C of nonempty convex
subsets of distributions, and provide all necessary and con-
venient infrastructure for generalised determinisation. The
necessary part is having an algebra of observations, the con-
venient part is giving an algebraic presentation in terms of
convex semilattices. These are algebras that are at the same
time a semilattice and a convex algebra, with a distributivity
axiom distributing probability over nondeterminism. Having
the presentation we can write, for example

x
a! x1 � (x3 + 1

2
x2)

for the NPLTS from Figure 1.
The presentation for C is somewhat known, although

not explicitly proven, in the community — proving it and
putting it to good use is part of our contribution which,
in our opinion, drastically clarifies and simplifies the trace
theory of systems with nondeterminism and probability.

Remarkably, necessity and convenience go hand in hand
on this journey. Having the presentation enables us to clearly
identify what are the interesting algebras necessary for
describing trace and testing semantics (with tests being finite
traces). We identify three different algebraic theories: the
theory of pointed convex semilattices, the theory of convex
semilattices with bottom, and the theory of convex semilat-
tices with top. These theories give rise to three interesting
semantics by taking as algebras of observations those freely
generated by a singleton set. We prove their concrete charac-
terisations: the free convex semilattice with bottom is carried
by [0, 1] with max as semilattice operation and standard
convex algebra operations; the free convex semilattice with
top is carried by [0, 1] with min as semilattice operation;
and the pointed convex semilattice freely generated by 1
is carried by the set of closed intervals in [0, 1] where the
semilattice operation combines two intervals by taking their
minimum and their maximum, and the convex operations
are given by Minkowski sum.

We call the resulting three semantics may trace, must
trace and may-must trace semantics since there is a close
correspondence with probabilistic testing semantics [33],
[34], [35], [36] when tests are taken to be just the finite
traces in A

⇤. Indeed, the may trace semantics gives the
greatest probability with which a state passes a given test;

x

x1 �2

�1 x2

x3

a a

b

b

c

1
2

1
2

1
2

1
2

y

y1 ⇥2 ⇥3

⇥1 y2 y3

y4

a a a

b

b

c

1
2

1
2

1
2 1

4

1
2

1
2

1
4

Figure 1. NPLTS

the must trace semantics gives the smallest probability with
which a state passes a given test, and the may-must trace
semantics gives the closed interval ranging from the smallest
to the greatest.

From the abstract theory, we additionally get that:

1) The induced equivalence can be proved coinductively
by means of proof-techniques known as bisimulations
up-to [37]. More precisely, it holds that up-to � and
up-to +p are compatible [38] techniques.

2) The equivalence is implied by the standard branching-
time equivalences for NPLTS, namely bisimilarity and
convex bisimilarity [7], [39].

3) The equivalence is backward compatible w.r.t. trace
equivalence for LTS and for reactive probabilistic sys-
tems (RPLTS): When regarding an LTS and RPLTS as
a nondeterministic probabilistic system, standard trace
equivalence coincides with our may trace equivalence
and with our three semantics, respectively.

Last but certainly not least, we show that the global view
coincides with the local one, namely that our three semantics
can be elegantly characterised in terms of resolutions. The
may-trace semantics assigns to each trace the greatest prob-
ability with which the trace can be performed, with respect
to any resolution of the system; the must-trace semantics
assigns the smallest one. It is important to remark here that
our resolutions differ from those previously proposed in the
literature in the fact that they are reactive rather than fully
probabilistic. We observe that however this difference does
not affect the greatest probability, and we can therefore show
that the may-trace coincides with the randomized t-trace
equivalence in [25], [26], [40].

Synopsis. We recall monads and algebraic theories in Sec-
tion 2. We provide a presentation for the monad C in
Section 3 (Theorem 4) and combine it with termination
in Section 4. We then recall, in Section 5, the generalised
determinisation and show an additional useful result (The-
orem 16). All these pieces are put together in Section 6,
where we introduce our three semantics and discuss their
properties. The correspondence of the global view with the
local one is illustrated in Section 7 (Theorem 23). The
effectiveness of the bisimulation up-to techniques is shown
in Appendix A (Example 30). All proofs are in the appendix.

J¨K : X Ñ ?A
˚JxK “ ???



Algebraic Theory  
for Subsets of Distributions ?

• For our approach it would be convenient to have a theory presenting 
subsets of distributions 

• Monads can be composed by means of distributive laws, but, 
unfortunately, there is no distributive law between powerset and 
distributions (Daniele Varacca Ph.D thesis)

• Other general approach to compose monads/algebraic theories fail

• Our first step is to decompose the powerset monad... 

convexity is 
the key !
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of T�,E1 . In the sequel we present several algebraic theories that give presentations to the
monads of interest.

Presenting the monad Pne Let �N be the signature consisting of a binary operation
ü. Let EN be the following set of axioms.

(x ü y) ü z
(A)= x ü (y ü z)

x ü y
(C)= y ü x

x ü x
(I)= x

The algebraic theory (�N , EN ) of semilattices provides a presentation for the monad
Pne. We refer to this theory as the theory of nondeterminism. To avoid confusion later, it is
convenient to fix here the interpretation of ü as a join (rather than a meet) and, thus, to
think of the induced order as x ı y i� x ü y = y.

Presenting the monad D Let �P be the signature consisting of binary operations +p

for all p œ (0, 1). Let EP be the following set of axioms.

(x +q y) +p z
(Ap)= x +pq (y + p(1≠q)

1≠pq

z)

x +p y
(Cp)= y +1≠p x

x +p x
(Ip)= x

Here, (Ap), (Cp), and (Ip) are the axioms of parametric associativity, commutativity, and
idempotence. The algebraic theory (�P , EP ) of convex algebras, see [?, ?, ?, ?, ?], provides
a presentation for the monad D.

Another presentation of convex algebras is given by the algebraic theory with infinitely
many operations denoting arbitrary (and not only binary) convex combinations (�P̂ , EP̂ )
where �P̂ consists of operations

qn
i=1 pi(·)i for all n œ N and (p1, . . . , pn) œ [0, 1]n such thatqn

i=1 pi = 1 and EP̂ is the set of the following two axioms.

nÿ

i=0
pixi

(P )= xj if pj = 1

nÿ

i=0
pi

Q

a
mÿ

j=0
qi,jxj

R

b (BC)=
mÿ

j=0

A
nÿ

i=0
piqi,j

B
xj .

Here, (P ) stands for projection, and (BC) for barycentre. This allows us to interchangeably
use binary convex combinations or arbitrary convex combinations whenever more convenient.
Moreover, we can write binary convex combinations +p for p œ [0, 1] and not just p œ (0, 1).

Convex algebras are known under many names: “convex modules” in [?], “positive convex
structures” in [?] (where X is taken to be endowed with the discrete topology), “sets with
a convex structure” in [?], and barycentric algebras [?]. We refer to the theory of convex
algebras as the algebraic theory for probability.
I Remark. Let X be a (�P̂ , EP̂ )-algebra. Then (for pn ”= 1 and pn = 1 ≠ pn)

nÿ

i=1
pixi = pn

Q

a
n≠1ÿ

j=1

pj

pn
xj

R

b + pnxn. (5)

Nondeterminism
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where st is the map st : M(XA) æ (MX)A defined, for all labels a œ A, by st(Ï)(a) =
Meva(Ï) with eva : X

A æ X the evaluation map defined as eva(Ï) = Ï(a). J
As a consequence, we can determinise c = Èo, tÍ : X æ O ◊ (MX)A to c

˘ = Èo˘
, t

˘Í where
o

˘ = a ¶ Mo and t
˘ = µ

A
X ¶ st ¶ Mt. The final coalgebra for the determinisation of automata

with M -e�ects and observations in O is carried by the O-weighted languages over alphabet
A, i.e., maps A

ú æ O. Unfolding the inductive definition of the final coalgebra semantics for
automata with M -e�ects and observations in O, see e.g. [?], gives [[÷(x)]]c˘(Á) = o

˘(x) and
[[÷(x)]]c˘(aw) = [[t˘(x)(a)]]c˘(w).

Knowing that (�, E) is a presentation for the monad M , we can write the algebraic
structure, and hence the determinisation concretely as follows. For an n-ary operation symbol
f œ � and a (�, E)-algebra A = (A, �A) we write fA for the n-ary operation on A that is
the interpretation of f . We have

fF MX(Èo1, f1Í, . . . , Èon, fnÍ) =
ÈfO(o1, . . . , on), (a ‘æ fMX(f1(a), . . . , fn(a)))Í.

Therefore, for a coalgebra c : X æ FMX, we have that c
˘ = Èo˘

, t
˘Í is inductively defined on

the structure of the �-terms by o
˘(x) = o(x), t

˘(x) = t(x) and

o
˘(fMX(t1, . . . , tn)) = fO(o˘(t1), . . . , o

˘(tn)) (9)
t
˘(fMX(t1, . . . , tn))(a) = fMX(t˘(t1)(a), . . . , t

˘(tn)(a))

I Example 14. s, t ::= ı, s ü t, x œ X

s, t ::= s +p t, x œ X for all p œ [0, 1]
≠

ı
aæ ı

s
aæ s

Õ
t

aæ t
Õ

s ü t
aæ s

Õ ü t
Õ

≠
ı ¿0
s ¿b1 t ¿b2

s ü t ¿b1Ûb2

s
aæ s

Õ
t

aæ t
Õ

s +p t
aæ s

Õ +p t
Õ

s ¿q1 t ¿q2

s +p t ¿p·q1+(1≠p)·q2

[[·]] : PX æ 2Aú

[[�]](Á) = o
˘(�)

[[�]](aw) = [[t˘(�)(a)]](w)
[[·]] : DX æ [0, 1]Aú

x ‘æ 1
4 y ‘æ 3

4
”x

{x}
{x, y}
ÿ
X = {x, y}
A = {a, b}

Algebras: Semilattices
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where st is the map st : M(XA) æ (MX)A defined, for all labels a œ A, by st(Ï)(a) =
Meva(Ï) with eva : X

A æ X the evaluation map defined as eva(Ï) = Ï(a). J
As a consequence, we can determinise c = Èo, tÍ : X æ O ◊ (MX)A to c

˘ = Èo˘
, t

˘Í where
o

˘ = a ¶ Mo and t
˘ = µ

A
X ¶ st ¶ Mt. The final coalgebra for the determinisation of automata

with M -e�ects and observations in O is carried by the O-weighted languages over alphabet
A, i.e., maps A

ú æ O. Unfolding the inductive definition of the final coalgebra semantics for
automata with M -e�ects and observations in O, see e.g. [?], gives [[÷(x)]]c˘(Á) = o

˘(x) and
[[÷(x)]]c˘(aw) = [[t˘(x)(a)]]c˘(w).

Knowing that (�, E) is a presentation for the monad M , we can write the algebraic
structure, and hence the determinisation concretely as follows. For an n-ary operation symbol
f œ � and a (�, E)-algebra A = (A, �A) we write fA for the n-ary operation on A that is
the interpretation of f . We have

fF MX(Èo1, f1Í, . . . , Èon, fnÍ) =
ÈfO(o1, . . . , on), (a ‘æ fMX(f1(a), . . . , fn(a)))Í.

Therefore, for a coalgebra c : X æ FMX, we have that c
˘ = Èo˘

, t
˘Í is inductively defined on

the structure of the �-terms by o
˘(x) = o(x), t

˘(x) = t(x) and

o
˘(fMX(t1, . . . , tn)) = fO(o˘(t1), . . . , o

˘(tn)) (9)
t
˘(fMX(t1, . . . , tn))(a) = fMX(t˘(t1)(a), . . . , t

˘(tn)(a))

I Example 14. s, t ::= ı, s ü t, x œ X

s, t ::= s +p t, x œ X for all p œ [0, 1]
Pne

· + 1
≠

ı
aæ ı

s
aæ s

Õ
t

aæ t
Õ

s ü t
aæ s

Õ ü t
Õ

≠
ı ¿0
s ¿b1 t ¿b2

s ü t ¿b1Ûb2

s
aæ s

Õ
t

aæ t
Õ

s +p t
aæ s

Õ +p t
Õ

s ¿q1 t ¿q2

s +p t ¿p·q1+(1≠p)·q2

[[·]] : PX æ 2Aú

[[�]](Á) = o
˘(�)

[[�]](aw) = [[t˘(�)(a)]](w)
[[·]] : DX æ [0, 1]Aú

x ‘æ 1
4 y ‘æ 3

4
”x

{x}
{x, y}
ÿ

Monad: 

XX:8 The Theory of Traces for Systems with Nondeterminism, Probability, and Termination

of T�,E1 . In the sequel we present several algebraic theories that give presentations to the
monads of interest.

Presenting the monad Pne Let �N be the signature consisting of a binary operation
ü. Let EN be the following set of axioms.

(x ü y) ü z
(A)= x ü (y ü z)

x ü y
(C)= y ü x

x ü x
(I)= x

The algebraic theory (�N , EN ) of semilattices provides a presentation for the monad
Pne. We refer to this theory as the theory of nondeterminism. To avoid confusion later, it is
convenient to fix here the interpretation of ü as a join (rather than a meet) and, thus, to
think of the induced order as x ı y i� x ü y = y.

Presenting the monad D Let �P be the signature consisting of binary operations +p

for all p œ (0, 1). Let EP be the following set of axioms.

(x +q y) +p z
(Ap)= x +pq (y + p(1≠q)

1≠pq

z)

x +p y
(Cp)= y +1≠p x

x +p x
(Ip)= x

Here, (Ap), (Cp), and (Ip) are the axioms of parametric associativity, commutativity, and
idempotence. The algebraic theory (�P , EP ) of convex algebras, see [?, ?, ?, ?, ?], provides
a presentation for the monad D.

Another presentation of convex algebras is given by the algebraic theory with infinitely
many operations denoting arbitrary (and not only binary) convex combinations (�P̂ , EP̂ )
where �P̂ consists of operations

qn
i=1 pi(·)i for all n œ N and (p1, . . . , pn) œ [0, 1]n such thatqn

i=1 pi = 1 and EP̂ is the set of the following two axioms.

nÿ

i=0
pixi

(P )= xj if pj = 1

nÿ

i=0
pi

Q

a
mÿ

j=0
qi,jxj

R

b (BC)=
mÿ

j=0

A
nÿ

i=0
piqi,j

B
xj .

Here, (P ) stands for projection, and (BC) for barycentre. This allows us to interchangeably
use binary convex combinations or arbitrary convex combinations whenever more convenient.
Moreover, we can write binary convex combinations +p for p œ [0, 1] and not just p œ (0, 1).

Convex algebras are known under many names: “convex modules” in [?], “positive convex
structures” in [?] (where X is taken to be endowed with the discrete topology), “sets with
a convex structure” in [?], and barycentric algebras [?]. We refer to the theory of convex
algebras as the algebraic theory for probability.
I Remark. Let X be a (�P̂ , EP̂ )-algebra. Then (for pn ”= 1 and pn = 1 ≠ pn)

nÿ

i=1
pixi = pn

Q

a
n≠1ÿ

j=1

pj

pn
xj

R

b + pnxn. (5)
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where st is the map st : M(XA) æ (MX)A defined, for all labels a œ A, by st(Ï)(a) =
Meva(Ï) with eva : X

A æ X the evaluation map defined as eva(Ï) = Ï(a). J
As a consequence, we can determinise c = Èo, tÍ : X æ O ◊ (MX)A to c

˘ = Èo˘
, t

˘Í where
o

˘ = a ¶ Mo and t
˘ = µ

A
X ¶ st ¶ Mt. The final coalgebra for the determinisation of automata

with M -e�ects and observations in O is carried by the O-weighted languages over alphabet
A, i.e., maps A

ú æ O. Unfolding the inductive definition of the final coalgebra semantics for
automata with M -e�ects and observations in O, see e.g. [?], gives [[÷(x)]]c˘(Á) = o

˘(x) and
[[÷(x)]]c˘(aw) = [[t˘(x)(a)]]c˘(w).

Knowing that (�, E) is a presentation for the monad M , we can write the algebraic
structure, and hence the determinisation concretely as follows. For an n-ary operation symbol
f œ � and a (�, E)-algebra A = (A, �A) we write fA for the n-ary operation on A that is
the interpretation of f . We have

fF MX(Èo1, f1Í, . . . , Èon, fnÍ) =
ÈfO(o1, . . . , on), (a ‘æ fMX(f1(a), . . . , fn(a)))Í.

Therefore, for a coalgebra c : X æ FMX, we have that c
˘ = Èo˘

, t
˘Í is inductively defined on

the structure of the �-terms by o
˘(x) = o(x), t

˘(x) = t(x) and

o
˘(fMX(t1, . . . , tn)) = fO(o˘(t1), . . . , o

˘(tn)) (9)
t
˘(fMX(t1, . . . , tn))(a) = fMX(t˘(t1)(a), . . . , t

˘(tn)(a))

I Example 14. s, t ::= ı, s ü t, x œ X

s, t ::= s +p t, x œ X for all p œ [0, 1]
≠

ı
aæ ı

s
aæ s

Õ
t

aæ t
Õ

s ü t
aæ s

Õ ü t
Õ

≠
ı ¿0
s ¿b1 t ¿b2

s ü t ¿b1Ûb2

s
aæ s

Õ
t

aæ t
Õ

s +p t
aæ s

Õ +p t
Õ

s ¿q1 t ¿q2

s +p t ¿p·q1+(1≠p)·q2

[[·]] : PX æ 2Aú

[[�]](Á) = o
˘(�)

[[�]](aw) = [[t˘(�)(a)]](w)
[[·]] : DX æ [0, 1]Aú

x ‘æ 1
4 y ‘æ 3

4
”x

{x}
{x, y}
ÿ
X = {x, y}
A = {a, b}

Algebras: Convex Algebras
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where st is the map st : M(XA) æ (MX)A defined, for all labels a œ A, by st(Ï)(a) =
Meva(Ï) with eva : X

A æ X the evaluation map defined as eva(Ï) = Ï(a). J
As a consequence, we can determinise c = Èo, tÍ : X æ O ◊ (MX)A to c

˘ = Èo˘
, t

˘Í where
o

˘ = a ¶ Mo and t
˘ = µ

A
X ¶ st ¶ Mt. The final coalgebra for the determinisation of automata

with M -e�ects and observations in O is carried by the O-weighted languages over alphabet
A, i.e., maps A

ú æ O. Unfolding the inductive definition of the final coalgebra semantics for
automata with M -e�ects and observations in O, see e.g. [?], gives [[÷(x)]]c˘(Á) = o

˘(x) and
[[÷(x)]]c˘(aw) = [[t˘(x)(a)]]c˘(w).

Knowing that (�, E) is a presentation for the monad M , we can write the algebraic
structure, and hence the determinisation concretely as follows. For an n-ary operation symbol
f œ � and a (�, E)-algebra A = (A, �A) we write fA for the n-ary operation on A that is
the interpretation of f . We have

fF MX(Èo1, f1Í, . . . , Èon, fnÍ) =
ÈfO(o1, . . . , on), (a ‘æ fMX(f1(a), . . . , fn(a)))Í.

Therefore, for a coalgebra c : X æ FMX, we have that c
˘ = Èo˘

, t
˘Í is inductively defined on

the structure of the �-terms by o
˘(x) = o(x), t

˘(x) = t(x) and

o
˘(fMX(t1, . . . , tn)) = fO(o˘(t1), . . . , o

˘(tn)) (9)
t
˘(fMX(t1, . . . , tn))(a) = fMX(t˘(t1)(a), . . . , t

˘(tn)(a))

I Example 14. s, t ::= ı, s ü t, x œ X

s, t ::= s +p t, x œ X for all p œ [0, 1]
Pne

· + 1
≠

ı
aæ ı

s
aæ s

Õ
t

aæ t
Õ

s ü t
aæ s

Õ ü t
Õ

≠
ı ¿0
s ¿b1 t ¿b2

s ü t ¿b1Ûb2

s
aæ s

Õ
t

aæ t
Õ

s +p t
aæ s

Õ +p t
Õ

s ¿q1 t ¿q2

s +p t ¿p·q1+(1≠p)·q2

[[·]] : PX æ 2Aú

[[�]](Á) = o
˘(�)

[[�]](aw) = [[t˘(�)(a)]](w)
[[·]] : DX æ [0, 1]Aú

x ‘æ 1
4 y ‘æ 3

4
”x

{x}
{x, y}
ÿ

Monad: 

Termination
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where st is the map st : M(XA) æ (MX)A defined, for all labels a œ A, by st(Ï)(a) =
Meva(Ï) with eva : X

A æ X the evaluation map defined as eva(Ï) = Ï(a). J
As a consequence, we can determinise c = Èo, tÍ : X æ O ◊ (MX)A to c

˘ = Èo˘
, t

˘Í where
o

˘ = a ¶ Mo and t
˘ = µ

A
X ¶ st ¶ Mt. The final coalgebra for the determinisation of automata

with M -e�ects and observations in O is carried by the O-weighted languages over alphabet
A, i.e., maps A

ú æ O. Unfolding the inductive definition of the final coalgebra semantics for
automata with M -e�ects and observations in O, see e.g. [?], gives [[÷(x)]]c˘(Á) = o

˘(x) and
[[÷(x)]]c˘(aw) = [[t˘(x)(a)]]c˘(w).

Knowing that (�, E) is a presentation for the monad M , we can write the algebraic
structure, and hence the determinisation concretely as follows. For an n-ary operation symbol
f œ � and a (�, E)-algebra A = (A, �A) we write fA for the n-ary operation on A that is
the interpretation of f . We have

fF MX(Èo1, f1Í, . . . , Èon, fnÍ) =
ÈfO(o1, . . . , on), (a ‘æ fMX(f1(a), . . . , fn(a)))Í.

Therefore, for a coalgebra c : X æ FMX, we have that c
˘ = Èo˘

, t
˘Í is inductively defined on

the structure of the �-terms by o
˘(x) = o(x), t

˘(x) = t(x) and

o
˘(fMX(t1, . . . , tn)) = fO(o˘(t1), . . . , o

˘(tn)) (9)
t
˘(fMX(t1, . . . , tn))(a) = fMX(t˘(t1)(a), . . . , t

˘(tn)(a))

I Example 14. s, t ::= ı, s ü t, x œ X

s, t ::= s +p t, x œ X for all p œ [0, 1]
≠

ı
aæ ı

s
aæ s

Õ
t

aæ t
Õ

s ü t
aæ s

Õ ü t
Õ

≠
ı ¿0
s ¿b1 t ¿b2

s ü t ¿b1Ûb2

s
aæ s

Õ
t

aæ t
Õ

s +p t
aæ s

Õ +p t
Õ

s ¿q1 t ¿q2

s +p t ¿p·q1+(1≠p)·q2

[[·]] : PX æ 2Aú

[[�]](Á) = o
˘(�)

[[�]](aw) = [[t˘(�)(a)]](w)
[[·]] : DX æ [0, 1]Aú

x ‘æ 1
4 y ‘æ 3

4
”x

{x}
{x, y}
ÿ
X = {x, y}
A = {a, b}

no axioms

Algebras: Pointed Sets
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where st is the map st : M(XA) æ (MX)A defined, for all labels a œ A, by st(Ï)(a) =
Meva(Ï) with eva : X

A æ X the evaluation map defined as eva(Ï) = Ï(a). J
As a consequence, we can determinise c = Èo, tÍ : X æ O ◊ (MX)A to c

˘ = Èo˘
, t

˘Í where
o

˘ = a ¶ Mo and t
˘ = µ

A
X ¶ st ¶ Mt. The final coalgebra for the determinisation of automata

with M -e�ects and observations in O is carried by the O-weighted languages over alphabet
A, i.e., maps A

ú æ O. Unfolding the inductive definition of the final coalgebra semantics for
automata with M -e�ects and observations in O, see e.g. [?], gives [[÷(x)]]c˘(Á) = o

˘(x) and
[[÷(x)]]c˘(aw) = [[t˘(x)(a)]]c˘(w).

Knowing that (�, E) is a presentation for the monad M , we can write the algebraic
structure, and hence the determinisation concretely as follows. For an n-ary operation symbol
f œ � and a (�, E)-algebra A = (A, �A) we write fA for the n-ary operation on A that is
the interpretation of f . We have

fF MX(Èo1, f1Í, . . . , Èon, fnÍ) =
ÈfO(o1, . . . , on), (a ‘æ fMX(f1(a), . . . , fn(a)))Í.

Therefore, for a coalgebra c : X æ FMX, we have that c
˘ = Èo˘

, t
˘Í is inductively defined on

the structure of the �-terms by o
˘(x) = o(x), t

˘(x) = t(x) and

o
˘(fMX(t1, . . . , tn)) = fO(o˘(t1), . . . , o

˘(tn)) (9)
t
˘(fMX(t1, . . . , tn))(a) = fMX(t˘(t1)(a), . . . , t

˘(tn)(a))

I Example 14. s, t ::= ı, s ü t, x œ X

s, t ::= s +p t, x œ X for all p œ [0, 1]
Pne

· + 1
≠

ı
aæ ı

s
aæ s

Õ
t

aæ t
Õ

s ü t
aæ s

Õ ü t
Õ

≠
ı ¿0
s ¿b1 t ¿b2

s ü t ¿b1Ûb2

s
aæ s

Õ
t

aæ t
Õ

s +p t
aæ s

Õ +p t
Õ

s ¿q1 t ¿q2

s +p t ¿p·q1+(1≠p)·q2

[[·]] : PX æ 2Aú

[[�]](Á) = o
˘(�)

[[�]](aw) = [[t˘(�)(a)]](w)
[[·]] : DX æ [0, 1]Aú

x ‘æ 1
4 y ‘æ 3

4
”x

{x}
{x, y}
ÿ

Monad: 



The Algebraic Theory of 
Convex Semilattices

XX:8 The Theory of Traces for Systems with Nondeterminism, Probability, and Termination

of T�,E1 . In the sequel we present several algebraic theories that give presentations to the
monads of interest.

Presenting the monad Pne Let �N be the signature consisting of a binary operation
ü. Let EN be the following set of axioms.

(x ü y) ü z
(A)= x ü (y ü z)

x ü y
(C)= y ü x

x ü x
(I)= x

The algebraic theory (�N , EN ) of semilattices provides a presentation for the monad
Pne. We refer to this theory as the theory of nondeterminism. To avoid confusion later, it is
convenient to fix here the interpretation of ü as a join (rather than a meet) and, thus, to
think of the induced order as x ı y i� x ü y = y.

Presenting the monad D Let �P be the signature consisting of binary operations +p

for all p œ (0, 1). Let EP be the following set of axioms.

(x +q y) +p z
(Ap)= x +pq (y + p(1≠q)

1≠pq

z)

x +p y
(Cp)= y +1≠p x

x +p x
(Ip)= x

Here, (Ap), (Cp), and (Ip) are the axioms of parametric associativity, commutativity, and
idempotence. The algebraic theory (�P , EP ) of convex algebras, see [?, ?, ?, ?, ?], provides
a presentation for the monad D.

Another presentation of convex algebras is given by the algebraic theory with infinitely
many operations denoting arbitrary (and not only binary) convex combinations (�P̂ , EP̂ )
where �P̂ consists of operations

qn
i=1 pi(·)i for all n œ N and (p1, . . . , pn) œ [0, 1]n such thatqn

i=1 pi = 1 and EP̂ is the set of the following two axioms.

nÿ

i=0
pixi

(P )= xj if pj = 1

nÿ

i=0
pi

Q

a
mÿ

j=0
qi,jxj

R

b (BC)=
mÿ

j=0

A
nÿ

i=0
piqi,j

B
xj .

Here, (P ) stands for projection, and (BC) for barycentre. This allows us to interchangeably
use binary convex combinations or arbitrary convex combinations whenever more convenient.
Moreover, we can write binary convex combinations +p for p œ [0, 1] and not just p œ (0, 1).

Convex algebras are known under many names: “convex modules” in [?], “positive convex
structures” in [?] (where X is taken to be endowed with the discrete topology), “sets with
a convex structure” in [?], and barycentric algebras [?]. We refer to the theory of convex
algebras as the algebraic theory for probability.
I Remark. Let X be a (�P̂ , EP̂ )-algebra. Then (for pn ”= 1 and pn = 1 ≠ pn)

nÿ

i=1
pixi = pn

Q

a
n≠1ÿ

j=1

pj

pn
xj

R

b + pnxn. (5)
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of T�,E1 . In the sequel we present several algebraic theories that give presentations to the
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Convex algebras are known under many names: “convex modules” in [?], “positive convex
structures” in [?] (where X is taken to be endowed with the discrete topology), “sets with
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algebras as the algebraic theory for probability.
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where st is the map st : M(XA) æ (MX)A defined, for all labels a œ A, by st(Ï)(a) =
Meva(Ï) with eva : X

A æ X the evaluation map defined as eva(Ï) = Ï(a). J
As a consequence, we can determinise c = Èo, tÍ : X æ O ◊ (MX)A to c

˘ = Èo˘
, t

˘Í where
o

˘ = a ¶ Mo and t
˘ = µ

A
X ¶ st ¶ Mt. The final coalgebra for the determinisation of automata

with M -e�ects and observations in O is carried by the O-weighted languages over alphabet
A, i.e., maps A

ú æ O. Unfolding the inductive definition of the final coalgebra semantics for
automata with M -e�ects and observations in O, see e.g. [?], gives [[÷(x)]]c˘(Á) = o

˘(x) and
[[÷(x)]]c˘(aw) = [[t˘(x)(a)]]c˘(w).

Knowing that (�, E) is a presentation for the monad M , we can write the algebraic
structure, and hence the determinisation concretely as follows. For an n-ary operation symbol
f œ � and a (�, E)-algebra A = (A, �A) we write fA for the n-ary operation on A that is
the interpretation of f . We have

fF MX(Èo1, f1Í, . . . , Èon, fnÍ) =
ÈfO(o1, . . . , on), (a ‘æ fMX(f1(a), . . . , fn(a)))Í.

Therefore, for a coalgebra c : X æ FMX, we have that c
˘ = Èo˘

, t
˘Í is inductively defined on

the structure of the �-terms by o
˘(x) = o(x), t

˘(x) = t(x) and

o
˘(fMX(t1, . . . , tn)) = fO(o˘(t1), . . . , o

˘(tn)) (9)
t
˘(fMX(t1, . . . , tn))(a) = fMX(t˘(t1)(a), . . . , t

˘(tn)(a))

I Example 14. s, t ::= ı, s ü t, x œ X

s, t ::= s +p t, x œ X for all p œ [0, 1]
≠

ı
aæ ı

s
aæ s

Õ
t

aæ t
Õ

s ü t
aæ s

Õ ü t
Õ

≠
ı ¿0
s ¿b1 t ¿b2

s ü t ¿b1Ûb2

s
aæ s

Õ
t

aæ t
Õ

s +p t
aæ s

Õ +p t
Õ

s ¿q1 t ¿q2

s +p t ¿p·q1+(1≠p)·q2

[[·]] : PX æ 2Aú

[[�]](Á) = o
˘(�)

[[�]](aw) = [[t˘(�)(a)]](w)
[[·]] : DX æ [0, 1]Aú

x ‘æ 1
4 y ‘æ 3

4
”x

{x}
{x, y}
ÿ
X = {x, y}
A = {a, b}
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quotients the monad D(· + 1) into D + 1: intuitively, each term of this theory is either a sum
of only variables (a distribution) or an extra element (ı). This axiom describes the unique
functorial way of adding termination to a convex algebra, the so-called black-hole behaviour
of ı, cf. [?].

3 Algebraic Theory for Nondeterminism and Probability

In this section we recall the definition of the monad C for probability and nondeterminism,
give its presentation via convex semilattices, and present examples of C-algebras.

3.1 The monad C of convex subsets of distributions

The monad C origins in the field of domain theory [?, ?, ?], and in the work of Varacca and
Winskel [?, ?]. Jacobs [?] gives a detailed study of (a generalisation of) this monad.

For a set X, CX is the set of non-empty, finitely-generated convex subsets of distributions
on X, i.e.,

CX = {S ™ DX |S ”= ÿ, conv(S) = S,

S is finitely generated}.

Recall that, for a subset S of a convex algebra, conv(S) is the convex closure of S, i.e., the
smallest convex set that contains S, i.e.,

conv(S) = {
ÿ

pixi | pi œ [0, 1],
ÿ

pi = 1, xi œ S}.

We say that a convex set S is generated by its subset B if S = conv(B). In such a case we
also say that B is a basis for S. A convex set S is finitely generated if it has a finite basis.

For a function f : X æ Y , Cf : CX æ CY is given by

Cf(S) = {Df(d) | d œ S} = Df(S).

The unit of C is ÷ : X æ CX given by ÷(x) = {”x}.
The multiplication of C, µ : CCX æ CX can be expressed in concrete terms as follows [?].

Given S œ CCX,
µ(S) =

€

�œS

{
ÿ

Uœsupp �
�(U) · d | d œ U}.

3.2 The presentation of C

We now introduce the algebraic theory (�NP , ENP ) of convex semilattices, that gives us the
presentation of C and thus provides an algebraic theory for nondeterminism and probability.

A convex semilattice A is an algebra A = (A, ü, +p) with a binary operation ü and for
each p œ (0, 1) a binary operation +p satisfying the axioms (A), (C), (I) of a semilattice, the
axioms (Ap), (Cp), (Ip) for a convex algebra, and the following distributivity axiom:

(x ü y) +p z
(D)= (x +p z) ü (y +p z)

Hence, (�NP , ENP ) is given by �NP = �N fi �P and ENP = EN fi EP fi {(D)}.
In every convex semilattice there also holds a convexity law, of which we directly present

the generalised version in the following lemma.Monad     : non-empty convex subsets of distributions
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the generalised version in the following lemma.

convexity comes from the following derived law
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The determinisation of the transition function t̄
˘
B : TCSBX æ (TCSBX)A and t̄

˘
T : TCST X æ

(TCST X)A are defined in the same way like t̄
˘ above.

The coalgebras Èō˘
B , t̄

˘
BÍ and Èō˘

T , t̄
˘
T Í give rise to morphisms [[·]]B : TCSBX æ [0, 1]Aú and

[[·]]T : TCST X æ [0, 1]Aú and corresponding behavioural equivalences: ©B and ©T . We call
©B the may trace equivalence for the NPLTS, and ©T the must trace equivalence.

I Example 20.

s ü t
(C)= s ü t ü s +p t

Consider the convex closure of the NPLTS from Figure 1. We can syntactically describe
the sets of subdistributions reached by a state when performing a transition as follows:

x
a≠æ x1 ü (x3 + 1

2
x2)

x
b,c≠æ ı

x1
a,c≠æ ı

x2
a≠æ ı

y
a≠æ y1 ü (y4 + 1

2
y2) ü ((y2 + 1

2
y4) + 1

2
y3)

x1
b≠æ x + 1

2
x3 y1

b≠æ y + 1
2

y4

x2
b≠æ x3 x2

c≠æ x y2
b≠æ y4 y3

c≠æ y

In the determinised system, we have

x
a≠æ x1ü(x3+ 1

2
x2) b≠æ (x+ 1

2
x3)ü(ı+ 1

2
x3) y

a≠æ y1ü(y4+ 1
2
y2)ü((y2+ 1

2
y4)+ 1

2
y3) b≠æ (y+ 1

2
y4)ü(ı+ 1

2
y4)ü((y4+ 1

2
ı)+ 1

2
ı)

for S1 = x1 ü (x3 + 1
2

x2) S2 = (x + 1
2

x3) ü (ı + 1
2

x3)

S
Õ
1 = y1 ü (y4 + 1

2
y2) ü ((y2 + 1

2
y4) + 1

2
y3)

S
Õ
2 = (y + 1

2
y4) ü (ı + 1

2
y4) ü ((y4 + 1

2
ı) + 1

2
ı)

Consider now the observations associated to the terms in the may-must semantics. We have
ō

˘(x) = [1, 1] = ō
˘(y) and hence

ō
˘(S1) = [1, 1] min-max([1, 1] + 1

2
[1, 1]) = [1, 1].

Analogously, ō
˘(SÕ

1) = [1, 1]. Furtheron

ō
˘(S2) = ([1, 1] + 1

2
[1, 1]) min-max([0, 0] + 1

2
[1, 1]) = [12 , 1]

and in the same way we derive ō
˘(SÕ

2) = [ 1
4 , 1].

Hence, x and y are not may-must trace equivalent: [[x]](ab) = ō
˘(S2) ”= ō

˘(SÕ
2) = [[y]](ab).

However, using MaxB , we get ō
˘
B(S2) = ō

˘
B(SÕ

2) as the intervals obtained via the may-must
observation over S2, S

Õ
2 have the same upper bound 1, which is the value returned by both

ō
˘
B(S2) and ō

˘
B(SÕ

2). Hence, [[x]]B(ab) = ō
˘
B(S2) = ō

˘
B(SÕ

2) = [[y]]B(ab). More generally, it
holds that x and y are may trace equivalent. We can elegantly prove this by using up-to
techniques, as shown in Section 8.



Adding Termination
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of T�,E1 . In the sequel we present several algebraic theories that give presentations to the
monads of interest.

Presenting the monad Pne Let �N be the signature consisting of a binary operation
ü. Let EN be the following set of axioms.

(x ü y) ü z
(A)= x ü (y ü z)

x ü y
(C)= y ü x

x ü x
(I)= x

The algebraic theory (�N , EN ) of semilattices provides a presentation for the monad
Pne. We refer to this theory as the theory of nondeterminism. To avoid confusion later, it is
convenient to fix here the interpretation of ü as a join (rather than a meet) and, thus, to
think of the induced order as x ı y i� x ü y = y.

Presenting the monad D Let �P be the signature consisting of binary operations +p

for all p œ (0, 1). Let EP be the following set of axioms.

(x +q y) +p z
(Ap)= x +pq (y + p(1≠q)

1≠pq

z)

x +p y
(Cp)= y +1≠p x

x +p x
(Ip)= x

Here, (Ap), (Cp), and (Ip) are the axioms of parametric associativity, commutativity, and
idempotence. The algebraic theory (�P , EP ) of convex algebras, see [?, ?, ?, ?, ?], provides
a presentation for the monad D.

Another presentation of convex algebras is given by the algebraic theory with infinitely
many operations denoting arbitrary (and not only binary) convex combinations (�P̂ , EP̂ )
where �P̂ consists of operations

qn
i=1 pi(·)i for all n œ N and (p1, . . . , pn) œ [0, 1]n such thatqn

i=1 pi = 1 and EP̂ is the set of the following two axioms.

nÿ

i=0
pixi

(P )= xj if pj = 1

nÿ

i=0
pi

Q

a
mÿ

j=0
qi,jxj

R

b (BC)=
mÿ

j=0

A
nÿ

i=0
piqi,j

B
xj .

Here, (P ) stands for projection, and (BC) for barycentre. This allows us to interchangeably
use binary convex combinations or arbitrary convex combinations whenever more convenient.
Moreover, we can write binary convex combinations +p for p œ [0, 1] and not just p œ (0, 1).

Convex algebras are known under many names: “convex modules” in [?], “positive convex
structures” in [?] (where X is taken to be endowed with the discrete topology), “sets with
a convex structure” in [?], and barycentric algebras [?]. We refer to the theory of convex
algebras as the algebraic theory for probability.
I Remark. Let X be a (�P̂ , EP̂ )-algebra. Then (for pn ”= 1 and pn = 1 ≠ pn)

nÿ

i=1
pixi = pn

Q

a
n≠1ÿ

j=1

pj

pn
xj

R

b + pnxn. (5)
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many operations denoting arbitrary (and not only binary) convex combinations (�P̂ , EP̂ )
where �P̂ consists of operations

qn
i=1 pi(·)i for all n œ N and (p1, . . . , pn) œ [0, 1]n such thatqn

i=1 pi = 1 and EP̂ is the set of the following two axioms.

nÿ

i=0
pixi
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nÿ

i=0
pi

Q

a
mÿ

j=0
qi,jxj

R

b (BC)=
mÿ

j=0

A
nÿ

i=0
piqi,j
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Here, (P ) stands for projection, and (BC) for barycentre. This allows us to interchangeably
use binary convex combinations or arbitrary convex combinations whenever more convenient.
Moreover, we can write binary convex combinations +p for p œ [0, 1] and not just p œ (0, 1).

Convex algebras are known under many names: “convex modules” in [?], “positive convex
structures” in [?] (where X is taken to be endowed with the discrete topology), “sets with
a convex structure” in [?], and barycentric algebras [?]. We refer to the theory of convex
algebras as the algebraic theory for probability.
I Remark. Let X be a (�P̂ , EP̂ )-algebra. Then (for pn ”= 1 and pn = 1 ≠ pn)
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b + pnxn. (5)
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where st is the map st : M(XA) æ (MX)A defined, for all labels a œ A, by st(Ï)(a) =
Meva(Ï) with eva : X

A æ X the evaluation map defined as eva(Ï) = Ï(a). J
As a consequence, we can determinise c = Èo, tÍ : X æ O ◊ (MX)A to c

˘ = Èo˘
, t

˘Í where
o

˘ = a ¶ Mo and t
˘ = µ

A
X ¶ st ¶ Mt. The final coalgebra for the determinisation of automata

with M -e�ects and observations in O is carried by the O-weighted languages over alphabet
A, i.e., maps A

ú æ O. Unfolding the inductive definition of the final coalgebra semantics for
automata with M -e�ects and observations in O, see e.g. [?], gives [[÷(x)]]c˘(Á) = o

˘(x) and
[[÷(x)]]c˘(aw) = [[t˘(x)(a)]]c˘(w).

Knowing that (�, E) is a presentation for the monad M , we can write the algebraic
structure, and hence the determinisation concretely as follows. For an n-ary operation symbol
f œ � and a (�, E)-algebra A = (A, �A) we write fA for the n-ary operation on A that is
the interpretation of f . We have

fF MX(Èo1, f1Í, . . . , Èon, fnÍ) =
ÈfO(o1, . . . , on), (a ‘æ fMX(f1(a), . . . , fn(a)))Í.

Therefore, for a coalgebra c : X æ FMX, we have that c
˘ = Èo˘

, t
˘Í is inductively defined on

the structure of the �-terms by o
˘(x) = o(x), t

˘(x) = t(x) and

o
˘(fMX(t1, . . . , tn)) = fO(o˘(t1), . . . , o

˘(tn)) (9)
t
˘(fMX(t1, . . . , tn))(a) = fMX(t˘(t1)(a), . . . , t

˘(tn)(a))

I Example 14. s, t ::= ı, s ü t, x œ X

s, t ::= s +p t, x œ X for all p œ [0, 1]
≠

ı
aæ ı

s
aæ s

Õ
t

aæ t
Õ

s ü t
aæ s

Õ ü t
Õ

≠
ı ¿0
s ¿b1 t ¿b2

s ü t ¿b1Ûb2

s
aæ s

Õ
t

aæ t
Õ

s +p t
aæ s

Õ +p t
Õ

s ¿q1 t ¿q2

s +p t ¿p·q1+(1≠p)·q2

[[·]] : PX æ 2Aú

[[�]](Á) = o
˘(�)

[[�]](aw) = [[t˘(�)(a)]](w)
[[·]] : DX æ [0, 1]Aú

x ‘æ 1
4 y ‘æ 3

4
”x

{x}
{x, y}
ÿ
X = {x, y}
A = {a, b}
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quotients the monad D(· + 1) into D + 1: intuitively, each term of this theory is either a sum
of only variables (a distribution) or an extra element (ı). This axiom describes the unique
functorial way of adding termination to a convex algebra, the so-called black-hole behaviour
of ı, cf. [?].

3 Algebraic Theory for Nondeterminism and Probability

In this section we recall the definition of the monad C for probability and nondeterminism,
give its presentation via convex semilattices, and present examples of C-algebras.

3.1 The monad C of convex subsets of distributions

The monad C origins in the field of domain theory [?, ?, ?], and in the work of Varacca and
Winskel [?, ?]. Jacobs [?] gives a detailed study of (a generalisation of) this monad.

For a set X, CX is the set of non-empty, finitely-generated convex subsets of distributions
on X, i.e.,

CX = {S ™ DX |S ”= ÿ, conv(S) = S,

S is finitely generated}.

Recall that, for a subset S of a convex algebra, conv(S) is the convex closure of S, i.e., the
smallest convex set that contains S, i.e.,

conv(S) = {
ÿ

pixi | pi œ [0, 1],
ÿ

pi = 1, xi œ S}.

We say that a convex set S is generated by its subset B if S = conv(B). In such a case we
also say that B is a basis for S. A convex set S is finitely generated if it has a finite basis.

For a function f : X æ Y , Cf : CX æ CY is given by

Cf(S) = {Df(d) | d œ S} = Df(S).

The unit of C is ÷ : X æ CX given by ÷(x) = {”x}.
The multiplication of C, µ : CCX æ CX can be expressed in concrete terms as follows [?].

Given S œ CCX,
µ(S) =

€

�œS

{
ÿ

Uœsupp �
�(U) · d | d œ U}.

3.2 The presentation of C

We now introduce the algebraic theory (�NP , ENP ) of convex semilattices, that gives us the
presentation of C and thus provides an algebraic theory for nondeterminism and probability.

A convex semilattice A is an algebra A = (A, ü, +p) with a binary operation ü and for
each p œ (0, 1) a binary operation +p satisfying the axioms (A), (C), (I) of a semilattice, the
axioms (Ap), (Cp), (Ip) for a convex algebra, and the following distributivity axiom:

(x ü y) +p z
(D)= (x +p z) ü (y +p z)

Hence, (�NP , ENP ) is given by �NP = �N fi �P and ENP = EN fi EP fi {(D)}.
In every convex semilattice there also holds a convexity law, of which we directly present

the generalised version in the following lemma.
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Hence, an n-ary convex combination can be written as a binary convex combination using
an (n ≠ 1)-ary convex combination.

One can also see Equation (5) as a definition – the classical definition of Stone [?,
Definition 1]. The following property, whose proof follows by induction along the lines of [?,
Lemma 1–Lemma 4], gives the connection:

Let X be the carrier of a (�P , EP )-algebra. Define n-ary convex operations inductively
by the projection axiom and the formula (5). Then X becomes an algebra in (�P̂ , EP̂ ).

Presenting · + 1 The algebraic theory (�T , ET ) for the termination monad consists of
a single constant (nullary operation symbol) �T = {ı} and no equations ET = ÿ. This is
called the theory of pointed sets.

Combining Algebraic Theories Algebraic theories can be combined in a number of
general ways: by taking their coproduct, their tensor, or by means of distributive laws (see
e.g. [?]). Unfortunately, these abstract constructions do not lead to a presentation for the
monad we are interested in. We will thus devote the next section to show a “hand-made”
presentation for this monad.

We conclude this section with a well known fact that can be easily proved, for instance
by taking the distributive law in (1): given a presentation (�, E) for a monad M , the monad
M(· + 1) is presented by the theory (�Õ

, E) where �Õ is � together with an extra constant ı.
For instance, the subdistributions monad D(·+1) is presented by the theory (�P fi�T , EP ) of
pointed convex algebras, also known as positive convex algebras. The theory (�N fi�T , EN ) of
pointed semilattices provides instead a presentation for the monad Pne(· + 1). It is interesting
to observe that the powerset monad P is presented by adding to (�N fi �T , EN ) the equation

x ü ı
(B)= x

leading to the theory of semilattices with bottom. The theory of semilattices with top can be
obtained by adding instead the following equation:

x ü ı
(T )= ı.

Similar axioms can be added to the theory of pointed convex algebras (�P fi �T , EP ). The
axiom

x +p ı
(Bp)= x

makes the probabilistic structure collapse, i.e., x +p y = x +q y holds for any p, q œ (0, 1):

x +p y
(Bp)= (x +q ı) +p y

(Ap)= x +pq (ı + p(1≠q)
1≠pq

y)
(Bp)= x +pq y

(Bp)= x +pq (ı + q(1≠p)
1≠pq

y)
(Ap)= (x +p ı) +q y

(Bp)= x +q y

At the monad level, adding the axioms (Bp) can be seen as the quotient of monads supp: D(·+
1) ∆ P mapping each sub-distribution into its support (e.g., (x +p y) +q ı becomes x + y).

On the other hand, the axiom

x +p ı
(Tp)= ı

The Algebraic Theory of  
Convex Semilattices with Bottom

The Algebraic Theory of  
Convex Semilattices with Top
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I Remark. Theorem 9 is to some extent known1 but we could not find a proof of it in the
literature. In [?, ?] a monad for probability and nondeterminism is given starting from a
similar algebraic theory (with somewhat di�erent basic algebraic structure). There is also
another possible way of combining probability with nondeterminism, by distributing ü over
+p (see e.g. [?, ?]).

I Remark. Having the presentation enables us to identify and interchangeably use convex
subsets of distributions and terms in �NP modulo equations in ENP . This is particularly
useful in examples and our further developments. Note that in the syntactic view ÷(x) is
identified with the term x.

The presentation is a valuable tool in many situations where reasoning with algebraic
theories is more convenient than reasoning with monads. For instance, it is much easier to
check whether a certain algebra is a (�NP , ENP )-model, than to check that it is an algebra
for the monad C. We illustrate this with three (�NP , ENP ) models that play a key role in
our further results and exposition.

The max convex semilattice Max = ([0, 1], max, +p) is a (�NP , ENP )-algebra when
taking ü to be max: [0, 1]◊[0, 1] æ [0, 1] and +p the standard convex combination +p : [0, 1]◊
[0, 1] æ [0, 1] with x +p y = p · x + p · y for x, y œ [0, 1]. To check that this is a (�NP , ENP )
model, it is enough to prove that max satisfies the axioms in EN , that +p satisfies the axioms
in EP , and that they satisfy the axiom (D), namely that max(x, y)+p z = max(x+p z, y +p z).

The min convex semilattice Min = ([0, 1], min, +p) is obtained similarly by taking ü
to be min: [0, 1]◊[0, 1] æ [0, 1] rather than max, and gives another example of a (�NP , ENP )-
algebra. It is indeed very simple to check that ([0, 1], min) forms a semilattice and that the
distributivity law holds.

The min-max interval convex semilattice We consider the algebraic structure
MI = (I, min-max, +I

p ) for I the set of intervals on [0, 1], i.e.,

I = {[x, y] | x, y œ [0, 1] and x Æ y}.

For [x1, y1], [x2, y2] œ I, we define min-max : I ◊ I æ I as

min-max([x1, y1], [x2, y2]) = [min(x1, x2), max(y1, y2)]

and +I
p : I ◊ I æ I by

[x1, y1] +I
p [x2, y2] = [x1 +p x2, y1 +p y2].

The fact that this is a model for (�NP , ENP ) follows easily from the fact that Max and Min
are models for (�NP , ENP ).

I Remark. The fact that Max and Min are C-algebras on [0, 1] was already proven in [?],
without an algebraic presentation. Having the algebraic presentation significantly simplifies
the proofs.

1 Personal communication with Gordon Plotkin.
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algebra. It is indeed very simple to check that ([0, 1], min) forms a semilattice and that the
distributivity law holds.

The min-max interval convex semilattice We consider the algebraic structure
MI = (I, min-max, +I

p ) for I the set of intervals on [0, 1], i.e.,

I = {[x, y] | x, y œ [0, 1] and x Æ y}.
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The fact that this is a model for (�NP , ENP ) follows easily from the fact that Max and Min
are models for (�NP , ENP ).

I Remark. The fact that Max and Min are C-algebras on [0, 1] was already proven in [?],
without an algebraic presentation. Having the algebraic presentation significantly simplifies
the proofs.

1 Personal communication with Gordon Plotkin.
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4 Adding termination

So far, we have provided a presentation for the monad C which combines probability and
nondeterminism. In order to properly model NPLTS, we need a last ingredient: termination.
As discussed in Section 2, termination is given by the monad · + 1 which can always be
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theory PCS = (�NP fi �T , ENP ) presents the monad C(· + 1) which is the monad of finitely
generated non empty convex sets of subdistributions.

We call this theory PCS since algebras for this theory are pointed convex semilattices,
namely convex semilattices with a pointed element denoted by ı. A noteworthy example
is MI,[0,0] = (I, min-max, +I

p , [0, 0]) where MI = (I, min-max, +I
p ) is the convex semilattice

of intervals from Section 3 and [0, 0] is the pointed element. Moreover, this is not just any
pointed convex semilattice:
I Proposition 2. MI,[0,0] = (I, min-max, +I

p , [0, 0]) is the free pointed convex semilattice
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by 2.
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I Remark. Theorem 9 is to some extent known1 but we could not find a proof of it in the
literature. In [?, ?] a monad for probability and nondeterminism is given starting from a
similar algebraic theory (with somewhat di�erent basic algebraic structure). There is also
another possible way of combining probability with nondeterminism, by distributing ü over
+p (see e.g. [?, ?]).

I Remark. Having the presentation enables us to identify and interchangeably use convex
subsets of distributions and terms in �NP modulo equations in ENP . This is particularly
useful in examples and our further developments. Note that in the syntactic view ÷(x) is
identified with the term x.

The presentation is a valuable tool in many situations where reasoning with algebraic
theories is more convenient than reasoning with monads. For instance, it is much easier to
check whether a certain algebra is a (�NP , ENP )-model, than to check that it is an algebra
for the monad C. We illustrate this with three (�NP , ENP ) models that play a key role in
our further results and exposition.

The max convex semilattice Max = ([0, 1], max, +p) is a (�NP , ENP )-algebra when
taking ü to be max: [0, 1]◊[0, 1] æ [0, 1] and +p the standard convex combination +p : [0, 1]◊
[0, 1] æ [0, 1] with x +p y = p · x + p · y for x, y œ [0, 1]. To check that this is a (�NP , ENP )
model, it is enough to prove that max satisfies the axioms in EN , that +p satisfies the axioms
in EP , and that they satisfy the axiom (D), namely that max(x, y)+p z = max(x+p z, y +p z).

The min convex semilattice Min = ([0, 1], min, +p) is obtained similarly by taking ü
to be min: [0, 1]◊[0, 1] æ [0, 1] rather than max, and gives another example of a (�NP , ENP )-
algebra. It is indeed very simple to check that ([0, 1], min) forms a semilattice and that the
distributivity law holds.

The min-max interval convex semilattice We consider the algebraic structure
MI = (I, min-max, +I

p ) for I the set of intervals on [0, 1], i.e.,

I = {[x, y] | x, y œ [0, 1] and x Æ y}.

For [x1, y1], [x2, y2] œ I, we define min-max : I ◊ I æ I as

min-max([x1, y1], [x2, y2]) = [min(x1, x2), max(y1, y2)]

and +I
p : I ◊ I æ I by

[x1, y1] +I
p [x2, y2] = [x1 +p x2, y1 +p y2].

The fact that this is a model for (�NP , ENP ) follows easily from the fact that Max and Min
are models for (�NP , ENP ).

I Remark. The fact that Max and Min are C-algebras on [0, 1] was already proven in [?],
without an algebraic presentation. Having the algebraic presentation significantly simplifies
the proofs.

1 Personal communication with Gordon Plotkin.
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We first show that (C(2), ü, +p) is isomorphic to MI . Indeed D(2) is isomorphic to [0, 1]:
the real number 0 corresponds to ”ı, 1 to ”• and p œ (0, 1) to • +p ı. Furthermore, the
non-empty finitely-generated convex subsets of [0, 1] are the closed intervals. To conclude, it
su�ces to see that min-max is ü on I and +I

p is the Minkowski sum. J

Like for the monad Pne, there exist more than one interesting way of combining C

with · + 1. Rather than pointed convex semilattices, one can consider convex semilattices
with bottom, namely algebras for the theory CSB = (�NP fi �T , ENP fi {(B)}) obtained
by adding (B) to PCS. Otherwise, one can add the axiom (T ) and obtain the theory
CST = (�NP fi �T , ENP fi {(T )}) of convex semilattices with top. We denote by TCSB and
TCST the corresponding monads.

As we will illustrate in Section 5, particularly relevant for defining trace semantics is the
free algebra µ : MM{•} æ M{•} generated by a singleton {•}. In the next two propositions
we identify these algebras for the monads TCSB and TCST in concrete terms.

I Proposition 3. MaxB = ([0, 1], max, +p, 0) is the free convex semilattice with bottom
generated by 1 = {•}. J

Proof. By Proposition 2, we know that C(2) is isomorphic to I. We show that MI,[0,0]
modulo the axiom (B) is isomorphic to MaxB . We have

min-max([x, y], [0, 0]) (B)= [x, y],

for [x, y] œ I. From
[0, y] = min-max([x, y], [0, 0]) = [x, y],

we derive that [x1, y] = [x2, y] for any x1, x2, y. Hence, we define the isomorphism [x, y] ‘æ y

mapping any interval [x, y] to its upper bound y.
The interval [0, 0] is mapped to the bottom element 0, and the operations are such that:

min-max([x1, y1], [x2, y2]) = min-max([0, y1], [0, y2])
= [0, max(y1, y2)]

hence min-max([x1, y1], [x2, y2]) ‘æ max(y1, y2) and

[x1, y1] +p [x2, y2] = [0, y1] +p [0, y2] = [0, y1 +p y2] ‘æ y1 +p y2.

J

I Proposition 4. MinT = ([0, 1], min, +p, 0) is the free convex semilattice with top generated
by 1 = {•}. J

Proof. We show that MI,[0,0] modulo the (T) axiom

min-max([x, y], [0, 0]) (T )= [0, 0]

is isomorphic to MinT . First, we derive [x, y1] = [x, y2] for any x, y1, y2 as follows. For x = 1
the property trivially holds. For x = 0 we have

[0, y1] = min-max([x, y1], [0, 0])
(T )= [0, 0] (T )= min-max([x, y2], [0, 0]) = [0, y2] (*)
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1 Personal communication with Gordon Plotkin.
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These three algebras are those freely generated by the singleton set 1

They give rise to three different semantics: may, must, and may-must 
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For the three semantics, we use the same syntax
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where st is the map st : M(XA) æ (MX)A defined, for all labels a œ A, by st(Ï)(a) =
Meva(Ï) with eva : X

A æ X the evaluation map defined as eva(Ï) = Ï(a). J
As a consequence, we can determinise c = Èo, tÍ : X æ O ◊ (MX)A to c

˘ = Èo˘
, t

˘Í where
o

˘ = a ¶ Mo and t
˘ = µ

A
X ¶ st ¶ Mt. The final coalgebra for the determinisation of automata

with M -e�ects and observations in O is carried by the O-weighted languages over alphabet
A, i.e., maps A

ú æ O. Unfolding the inductive definition of the final coalgebra semantics for
automata with M -e�ects and observations in O, see e.g. [?], gives [[÷(x)]]c˘(Á) = o

˘(x) and
[[÷(x)]]c˘(aw) = [[t˘(x)(a)]]c˘(w).

Knowing that (�, E) is a presentation for the monad M , we can write the algebraic
structure, and hence the determinisation concretely as follows. For an n-ary operation symbol
f œ � and a (�, E)-algebra A = (A, �A) we write fA for the n-ary operation on A that is
the interpretation of f . We have

fF MX(Èo1, f1Í, . . . , Èon, fnÍ) =
ÈfO(o1, . . . , on), (a ‘æ fMX(f1(a), . . . , fn(a)))Í.

Therefore, for a coalgebra c : X æ FMX, we have that c
˘ = Èo˘

, t
˘Í is inductively defined on

the structure of the �-terms by o
˘(x) = o(x), t

˘(x) = t(x) and

o
˘(fMX(t1, . . . , tn)) = fO(o˘(t1), . . . , o

˘(tn)) (9)
t
˘(fMX(t1, . . . , tn))(a) = fMX(t˘(t1)(a), . . . , t

˘(tn)(a))

I Example 14. s, t ::= ı, s ü t, x œ X

s, t ::= s +p t, x œ X for all p œ [0, 1]
≠

ı
aæ ı

s
aæ s

Õ
t

aæ t
Õ

s ü t
aæ s

Õ ü t
Õ

≠
ı ¿0
s ¿b1 t ¿b2

s ü t ¿b1Ûb2

s
aæ s

Õ
t

aæ t
Õ

s +p t
aæ s

Õ +p t
Õ

s ¿q1 t ¿q2

s +p t ¿p·q1+(1≠p)·q2

[[·]] : PX æ 2Aú

[[�]](Á) = o
˘(�)

[[�]](aw) = [[t˘(�)(a)]](w)
[[·]] : DX æ [0, 1]Aú

x ‘æ 1
4 y ‘æ 3

4
”x

{x}
{x, y}
ÿ
X = {x, y}
A = {a, b}
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Õ
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Õ
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Õ
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[[�]](aw) = [[t˘(�)(a)]](w)
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4 y ‘æ 3

4
”x

{x}
{x, y}
ÿ

and transitions

but different output functions...
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˘ above.
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B , t̄

˘
BÍ and Èō˘

T , t̄
˘
T Í give rise to morphisms [[·]]B : TCSBX æ [0, 1]Aú and

[[·]]T : TCST X æ [0, 1]Aú and corresponding behavioural equivalences: ©B and ©T . We call
©B the may trace equivalence for the NPLTS, and ©T the must trace equivalence.

I Example 20. Consider the convex closure of the NPLTS from Figure 1. We can syntactically
describe the sets of subdistributions reached by a state when performing a transition as
follows:

x
a≠æ x1 ü (x3 + 1

2
x2)

y
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2
y2) ü ((y2 + 1

2
y4) + 1

2
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b≠æ x + 1

2
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2

y4
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x
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2
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2
x3)ü(ı+ 1

2
x3) y

a≠æ y1ü(y4+ 1
2
y2)ü((y2+ 1

2
y4)+ 1

2
y3) b≠æ (y+ 1

2
y4)ü(ı+ 1

2
y4)ü((y4+ 1

2
ı)+ 1

2
ı)

for S1 = x1 ü (x3 + 1
2

x2) S2 = (x + 1
2

x3) ü (ı + 1
2

x3)

S
Õ
1 = y1 ü (y4 + 1

2
y2) ü ((y2 + 1

2
y4) + 1

2
y3)

S
Õ
2 = (y + 1

2
y4) ü (ı + 1

2
y4) ü ((y4 + 1

2
ı) + 1

2
ı)

Consider now the observations associated to the terms in the may-must semantics. We have
ō

˘(x) = [1, 1] = ō
˘(y) and hence

ō
˘(S1) = [1, 1] min-max([1, 1] + 1

2
[1, 1]) = [1, 1].

Analogously, ō
˘(SÕ

1) = [1, 1]. Furtheron

ō
˘(S2) = ([1, 1] + 1

2
[1, 1]) min-max([0, 0] + 1

2
[1, 1]) = [12 , 1]

and in the same way we derive ō
˘(SÕ

2) = [ 1
4 , 1].

Hence, x and y are not may-must trace equivalent: [[x]](ab) = ō
˘(S2) ”= ō

˘(SÕ
2) = [[y]](ab).

However, using MaxB , we get ō
˘
B(S2) = ō

˘
B(SÕ

2) as the intervals obtained via the may-must
observation over S2, S

Õ
2 have the same upper bound 1, which is the value returned by both

ō
˘
B(S2) and ō

˘
B(SÕ

2). Hence, [[x]]B(ab) = ō
˘
B(S2) = ō

˘
B(SÕ

2) = [[y]]B(ab). More generally, it
holds that x and y are may trace equivalent. We can elegantly prove this by using up-to
techniques, as shown in Section 8.
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˘(SÕ

1) = [1, 1]. Furtheron

ō
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˘(SÕ

2) = [ 1
4 , 1].

Hence, x and y are not may-must trace equivalent: [[x]](ab) = ō
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˘(S2) ”= ō

˘(SÕ
2) = [[y]](ab).

However, using MaxB , we get ō
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ō
˘(S2) = ([1, 1] + 1

2
[1, 1]) min-max([0, 0] + 1

2
[1, 1]) = [12 , 1]

and in the same way we derive ō
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Figure 1 NPLTS

smallest one. It is important to remark here that our resolutions di�er from those previously
proposed in the literature in the fact that they are reactive rather than fully probabilistic.
We observe that however this di�erence does not a�ect the greatest probability, and we
can therefore show that the may-trace coincides with the randomized Û-trace equivalence
in [?, ?, ?].

Synopsis We recall monads and algebraic theories in Section 2. We provide a presentation
for the monad C in Section 3 (Theorem 9) and combine it with termination in Section 4. We
then recall, in Section 5, the generalised determinisation and show an additional useful result
(Theorem 18). All these pieces are put together in Section 6, where we introduce our three
semantics and discuss their properties. The correspondence of the global view with the local
one is illustrated in Section 7 (Theorem 28). An extended version of the paper containing all
the proofs, additional examples and a proper treatment of the bisimulation up-to techniques
can be found in [?].

2 Monads and Algebraic Theories

In this paper, on the algebraic side, we deal with Eilenberg-Moore algebras of a monad on
the category Sets of sets and functions, for which we also give presentations in terms of
operations and equations, i.e., algebraic theories.

2.1 Monads

A monad on Sets is a functor M : Sets æ Sets together with two natural transformations: a
unit ÷ : Id ∆ M and multiplication µ : M

2 ∆ M that satisfy the laws µ ¶ ÷M = µ ¶ M÷ = id
and µ ¶ Mµ = µ ¶ µM .

We next introduce several monads on Sets, relevant to this paper. Each monad can be
seen as giving side-e�ects.

Nondeterminism The finite powerset monad P maps a set X to its finite powerset
PX = {U | U ™ X, U is finite} and a function f : X æ Y to Pf : PX æ PY , Pf(U) =
{f(u) | u œ U}. The unit ÷ of P is given by singleton, i.e., ÷(x) = {x} and the multiplication
µ is given by union, i.e., µ(S) =

t
UœS U for S œ PPX. Of particular interest to us in this

paper is the submonad Pne of non-empty finite subsets, that acts on functions just like the
(finite) powerset monad, and has the same unit and multiplication. We rarely mention the
unrestricted (not necessarily finite) powerset monad, which we denote by Pu. We sometimes
write f for Puf in this paper.
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B , t̄

˘
BÍ and Èō˘
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4 , 1].

Hence, x and y are not may-must trace equivalent: [[x]](ab) = ō
˘(S2) ”= ō

˘(SÕ
2) = [[y]](ab).

However, using MaxB , we get ō
˘
B(S2) = ō

˘
B(SÕ

2) as the intervals obtained via the may-must
observation over S2, S

Õ
2 have the same upper bound 1, which is the value returned by both

ō
˘
B(S2) and ō

˘
B(SÕ

2). Hence, [[x]]B(ab) = ō
˘
B(S2) = ō

˘
B(SÕ

2) = [[y]]B(ab). More generally, it
holds that x and y are may trace equivalent. We can elegantly prove this by using up-to
techniques, as shown in Section 8.
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The determinisation of the transition function t̄
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B : TCSBX æ (TCSBX)A and t̄

˘
T : TCST X æ
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B , t̄

˘
BÍ and Èō˘

T , t̄
˘
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[[·]]T : TCST X æ [0, 1]Aú and corresponding behavioural equivalences: ©B and ©T . We call
©B the may trace equivalence for the NPLTS, and ©T the must trace equivalence.
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follows:
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2
x2)

x
b,c≠æ ı

x1
a,c≠æ ı

x2
a≠æ ı

y
a≠æ y1 ü (y4 + 1

2
y2) ü ((y2 + 1

2
y4) + 1

2
y3)

x1
b≠æ x + 1

2
x3 y1

b≠æ y + 1
2

y4

x2
b≠æ x3 x2

c≠æ x y2
b≠æ y4 y3

c≠æ y
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x
a≠æ x1ü(x3+ 1

2
x2) b≠æ (x+ 1

2
x3)ü(ı+ 1

2
x3) y

a≠æ y1ü(y4+ 1
2
y2)ü((y2+ 1

2
y4)+ 1
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y3) b≠æ (y+ 1

2
y4)ü(ı+ 1
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y4)ü((y4+ 1

2
ı)+ 1

2
ı)
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x2) S2 = (x + 1
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x3) ü (ı + 1
2

x3)

S
Õ
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y2) ü ((y2 + 1

2
y4) + 1

2
y3)

S
Õ
2 = (y + 1

2
y4) ü (ı + 1
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y4) ü ((y4 + 1

2
ı) + 1

2
ı)
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ō
˘(S2) = ([1, 1] + 1

2
[1, 1]) min-max([0, 0] + 1

2
[1, 1]) = [12 , 1]
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˘
B(SÕ
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I Remark. Theorem 9 is to some extent known1 but we could not find a proof of it in the
literature. In [?, ?] a monad for probability and nondeterminism is given starting from a
similar algebraic theory (with somewhat di�erent basic algebraic structure). There is also
another possible way of combining probability with nondeterminism, by distributing ü over
+p (see e.g. [?, ?]).

I Remark. Having the presentation enables us to identify and interchangeably use convex
subsets of distributions and terms in �NP modulo equations in ENP . This is particularly
useful in examples and our further developments. Note that in the syntactic view ÷(x) is
identified with the term x.

The presentation is a valuable tool in many situations where reasoning with algebraic
theories is more convenient than reasoning with monads. For instance, it is much easier to
check whether a certain algebra is a (�NP , ENP )-model, than to check that it is an algebra
for the monad C. We illustrate this with three (�NP , ENP ) models that play a key role in
our further results and exposition.

The max convex semilattice Max = ([0, 1], max, +p) is a (�NP , ENP )-algebra when
taking ü to be max: [0, 1]◊[0, 1] æ [0, 1] and +p the standard convex combination +p : [0, 1]◊
[0, 1] æ [0, 1] with x +p y = p · x + p · y for x, y œ [0, 1]. To check that this is a (�NP , ENP )
model, it is enough to prove that max satisfies the axioms in EN , that +p satisfies the axioms
in EP , and that they satisfy the axiom (D), namely that max(x, y)+p z = max(x+p z, y +p z).

The min convex semilattice Min = ([0, 1], min, +p) is obtained similarly by taking ü
to be min: [0, 1]◊[0, 1] æ [0, 1] rather than max, and gives another example of a (�NP , ENP )-
algebra. It is indeed very simple to check that ([0, 1], min) forms a semilattice and that the
distributivity law holds.

The min-max interval convex semilattice We consider the algebraic structure
MI = (I, min-max, +I

p ) for I the set of intervals on [0, 1], i.e.,

I = {[x, y] | x, y œ [0, 1] and x Æ y}.

For [x1, y1], [x2, y2] œ I, we define min-max : I ◊ I æ I as

min-max([x1, y1], [x2, y2]) = [min(x1, x2), max(y1, y2)]

and +I
p : I ◊ I æ I by

[x1, y1] +I
p [x2, y2] = [x1 +p x2, y1 +p y2].

The fact that this is a model for (�NP , ENP ) follows easily from the fact that Max and Min
are models for (�NP , ENP ).

I Remark. The fact that Max and Min are C-algebras on [0, 1] was already proven in [?],
without an algebraic presentation. Having the algebraic presentation significantly simplifies
the proofs.

1 Personal communication with Gordon Plotkin.
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We first show that (C(2), ü, +p) is isomorphic to MI . Indeed D(2) is isomorphic to [0, 1]:
the real number 0 corresponds to ”ı, 1 to ”• and p œ (0, 1) to • +p ı. Furthermore, the
non-empty finitely-generated convex subsets of [0, 1] are the closed intervals. To conclude, it
su�ces to see that min-max is ü on I and +I

p is the Minkowski sum. J

Like for the monad Pne, there exist more than one interesting way of combining C

with · + 1. Rather than pointed convex semilattices, one can consider convex semilattices
with bottom, namely algebras for the theory CSB = (�NP fi �T , ENP fi {(B)}) obtained
by adding (B) to PCS. Otherwise, one can add the axiom (T ) and obtain the theory
CST = (�NP fi �T , ENP fi {(T )}) of convex semilattices with top. We denote by TCSB and
TCST the corresponding monads.

As we will illustrate in Section 5, particularly relevant for defining trace semantics is the
free algebra µ : MM{•} æ M{•} generated by a singleton {•}. In the next two propositions
we identify these algebras for the monads TCSB and TCST in concrete terms.

I Proposition 3. MaxB = ([0, 1], max, +p, 0) is the free convex semilattice with bottom
generated by 1 = {•}. J

Proof. By Proposition 2, we know that C(2) is isomorphic to I. We show that MI,[0,0]
modulo the axiom (B) is isomorphic to MaxB . We have

min-max([x, y], [0, 0]) (B)= [x, y],

for [x, y] œ I. From
[0, y] = min-max([x, y], [0, 0]) = [x, y],

we derive that [x1, y] = [x2, y] for any x1, x2, y. Hence, we define the isomorphism [x, y] ‘æ y

mapping any interval [x, y] to its upper bound y.
The interval [0, 0] is mapped to the bottom element 0, and the operations are such that:

min-max([x1, y1], [x2, y2]) = min-max([0, y1], [0, y2])
= [0, max(y1, y2)]

hence min-max([x1, y1], [x2, y2]) ‘æ max(y1, y2) and

[x1, y1] +p [x2, y2] = [0, y1] +p [0, y2] = [0, y1 +p y2] ‘æ y1 +p y2.

J

I Proposition 4. MinT = ([0, 1], min, +p, 0) is the free convex semilattice with top generated
by 1 = {•}. J

Proof. We show that MI,[0,0] modulo the (T) axiom

min-max([x, y], [0, 0]) (T )= [0, 0]

is isomorphic to MinT . First, we derive [x, y1] = [x, y2] for any x, y1, y2 as follows. For x = 1
the property trivially holds. For x = 0 we have

[0, y1] = min-max([x, y1], [0, 0])
(T )= [0, 0] (T )= min-max([x, y2], [0, 0]) = [0, y2] (*)
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where st is the map st : M(XA) æ (MX)A defined, for all labels a œ A, by st(Ï)(a) =
Meva(Ï) with eva : X

A æ X the evaluation map defined as eva(Ï) = Ï(a). J
As a consequence, we can determinise c = Èo, tÍ : X æ O ◊ (MX)A to c

˘ = Èo˘
, t

˘Í where
o

˘ = a ¶ Mo and t
˘ = µ

A
X ¶ st ¶ Mt. The final coalgebra for the determinisation of automata

with M -e�ects and observations in O is carried by the O-weighted languages over alphabet
A, i.e., maps A

ú æ O. Unfolding the inductive definition of the final coalgebra semantics for
automata with M -e�ects and observations in O, see e.g. [?], gives [[÷(x)]]c˘(Á) = o

˘(x) and
[[÷(x)]]c˘(aw) = [[t˘(x)(a)]]c˘(w).

Knowing that (�, E) is a presentation for the monad M , we can write the algebraic
structure, and hence the determinisation concretely as follows. For an n-ary operation symbol
f œ � and a (�, E)-algebra A = (A, �A) we write fA for the n-ary operation on A that is
the interpretation of f . We have

fF MX(Èo1, f1Í, . . . , Èon, fnÍ) =
ÈfO(o1, . . . , on), (a ‘æ fMX(f1(a), . . . , fn(a)))Í.

Therefore, for a coalgebra c : X æ FMX, we have that c
˘ = Èo˘

, t
˘Í is inductively defined on

the structure of the �-terms by o
˘(x) = o(x), t

˘(x) = t(x) and

o
˘(fMX(t1, . . . , tn)) = fO(o˘(t1), . . . , o

˘(tn)) (9)
t
˘(fMX(t1, . . . , tn))(a) = fMX(t˘(t1)(a), . . . , t

˘(tn)(a))

I Example 14. s, t ::= ı, s ü t, s +p t, x œ X for all p œ [0, 1]
s, t ::= s +p t, x œ X for all p œ [0, 1]
Pne

· + 1
≠

ı
aæ ı

s
aæ s

Õ
t

aæ t
Õ

s ü t
aæ s

Õ ü t
Õ

≠
ı ¿0

s ¿q1 t ¿q2

s ü t ¿max(q1,q2)

s ¿q1 t ¿q2

s +p t ¿q1+pq2

[[·]] : PX æ 2Aú

[[�]](Á) = o
˘(�)

[[�]](aw) = [[t˘(�)(a)]](w)
[[·]] : DX æ [0, 1]Aú

x ‘æ 1
4 y ‘æ 3

4
”x

{x}
{x, y}
ÿ
X = {x, y}
A = {a, b}
Applying this construction to F = 2 ◊ (·)A and M = P, one transforms
Èo, tÍ : X æ [0, 1] ◊ (DX)A into Èo˘

, t
˘Í : DX æ [0, 1] ◊ (DX)A. The former is a non-

deterministic automaton and the latter is a deterministic automaton which has PX as states
space. In [?], see also [?], it is shown that, using the distributive law from Proposition 5, as

that gives rise to the following three rules
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· + 1
≠

ı
aæ ı

s
aæ s

Õ
t

aæ t
Õ

s ü t
aæ s

Õ ü t
Õ

≠
ı ¿0

s ¿q1 t ¿q2

s ü t ¿min(q1,q2)

s ¿q1 t ¿q2

s +p t ¿q1+pq2

[[·]] : PX æ 2Aú

[[�]](Á) = o
˘(�)

[[�]](aw) = [[t˘(�)(a)]](w)
[[·]] : DX æ [0, 1]Aú

x ‘æ 1
4 y ‘æ 3

4
”x

{x}
{x, y}
ÿ
X = {x, y}
A = {a, b}
Applying this construction to F = 2 ◊ (·)A and M = P, one transforms
Èo, tÍ : X æ [0, 1] ◊ (DX)A into Èo˘

, t
˘Í : DX æ [0, 1] ◊ (DX)A. The former is a non-

deterministic automaton and the latter is a deterministic automaton which has PX as states
space. In [?], see also [?], it is shown that, using the distributive law from Proposition 5, as
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We take as algebra of outputs

that gives rise to the following three rules
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I Remark. Theorem 9 is to some extent known1 but we could not find a proof of it in the
literature. In [?, ?] a monad for probability and nondeterminism is given starting from a
similar algebraic theory (with somewhat di�erent basic algebraic structure). There is also
another possible way of combining probability with nondeterminism, by distributing ü over
+p (see e.g. [?, ?]).

I Remark. Having the presentation enables us to identify and interchangeably use convex
subsets of distributions and terms in �NP modulo equations in ENP . This is particularly
useful in examples and our further developments. Note that in the syntactic view ÷(x) is
identified with the term x.

The presentation is a valuable tool in many situations where reasoning with algebraic
theories is more convenient than reasoning with monads. For instance, it is much easier to
check whether a certain algebra is a (�NP , ENP )-model, than to check that it is an algebra
for the monad C. We illustrate this with three (�NP , ENP ) models that play a key role in
our further results and exposition.

The max convex semilattice Max = ([0, 1], max, +p) is a (�NP , ENP )-algebra when
taking ü to be max: [0, 1]◊[0, 1] æ [0, 1] and +p the standard convex combination +p : [0, 1]◊
[0, 1] æ [0, 1] with x +p y = p · x + p · y for x, y œ [0, 1]. To check that this is a (�NP , ENP )
model, it is enough to prove that max satisfies the axioms in EN , that +p satisfies the axioms
in EP , and that they satisfy the axiom (D), namely that max(x, y)+p z = max(x+p z, y +p z).

The min convex semilattice Min = ([0, 1], min, +p) is obtained similarly by taking ü
to be min: [0, 1]◊[0, 1] æ [0, 1] rather than max, and gives another example of a (�NP , ENP )-
algebra. It is indeed very simple to check that ([0, 1], min) forms a semilattice and that the
distributivity law holds.

The min-max interval convex semilattice We consider the algebraic structure
MI = (I, min-max, +I

p ) for I the set of intervals on [0, 1], i.e.,

I = {[x, y] | x, y œ [0, 1] and x Æ y}.

For [x1, y1], [x2, y2] œ I, we define min-max : I ◊ I æ I as

min-max([x1, y1], [x2, y2]) = [min(x1, x2), max(y1, y2)]

and +I
p : I ◊ I æ I by

[x1, y1] +I
p [x2, y2] = [x1 +p x2, y1 +p y2].

The fact that this is a model for (�NP , ENP ) follows easily from the fact that Max and Min
are models for (�NP , ENP ).

I Remark. The fact that Max and Min are C-algebras on [0, 1] was already proven in [?],
without an algebraic presentation. Having the algebraic presentation significantly simplifies
the proofs.

1 Personal communication with Gordon Plotkin.
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and since the set on the right hand side is convex, as we noted above,

f
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€
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#
D (�i) | i = 1, . . . , n}

™
€

{f
#
D (�) | � œ S},

where the first equality is simply the definition of f
#.

For the other inclusion, let � œ S. Then S = conv{�1, . . . , �n, �} and

f
#(S) = conv

€
{f

#
D (�1), . . . , f

#
D (�n), f

#
D (�)}

by the definition of f
#. Therefore, f

#
D (�) ™ f

#(S) and since � was arbitrary,
€

{f
#
D (�) | � œ S} ™ f

#(S).

This proves the first equality of our statement. For the second equality, note that

f
#(S) =

€
{f

#
D (�) | � œ S}

(ú)=
€

{
ÿ

uœsupp �
�(u) · f(u) | � œ S}

=
€

�œS

ÿ

uœsupp �
�(u) · f(u)

where the equality (ú) holds as f
#
D is convex. J

Proof of Lemma 8. Using Lemma 13, we immediately get

(idCX)#(S) =
€

�œS

ÿ

Aœsupp �
�(A) · A = µX(S).

J

4 Adding termination

So far, we have provided a presentation for the monad C which combines probability and
nondeterminism. In order to properly model NPLTS, we need a last ingredient: termination.
As discussed in Section 2, termination is given by the monad · + 1 which can always be
safely combined with any monad. Following the discussion at the end of Section 2, the
theory PCS = (�NP fi �T , ENP ) presents the monad C(· + 1) which is the monad of finitely
generated non empty convex sets of subdistributions.

We call this theory PCS since algebras for this theory are pointed convex semilattices,
namely convex semilattices with a pointed element denoted by ı. A noteworthy example
is MI,[0,0] = (I, min-max, +I

p , [0, 0]) where MI = (I, min-max, +I
p ) is the convex semilattice

of intervals from Section 3 and [0, 0] is the pointed element. Moreover, this is not just any
pointed convex semilattice:
I Proposition 2. MI,[0,0] = (I, min-max, +I

p , [0, 0]) is the free pointed convex semilattice
generated by a singleton set.

Proof. We denote by {•} the generating set. Let 2 = {•, ı}. Note that the carrier of the free
pointed semilattice generated by {•} is C(1 + 1) = C(2). Recall that (C(2), ü, +p), where ü
is the convex union and +p is the Minkowski sum, is the free convex semilattice generated
by 2.

F. Bonchi, A. Sokolova, V. Vignudelli XX:23

where st is the map st : M(XA) æ (MX)A defined, for all labels a œ A, by st(Ï)(a) =
Meva(Ï) with eva : X

A æ X the evaluation map defined as eva(Ï) = Ï(a). J
As a consequence, we can determinise c = Èo, tÍ : X æ O ◊ (MX)A to c

˘ = Èo˘
, t

˘Í where
o

˘ = a ¶ Mo and t
˘ = µ

A
X ¶ st ¶ Mt. The final coalgebra for the determinisation of automata

with M -e�ects and observations in O is carried by the O-weighted languages over alphabet
A, i.e., maps A

ú æ O. Unfolding the inductive definition of the final coalgebra semantics for
automata with M -e�ects and observations in O, see e.g. [?], gives [[÷(x)]]c˘(Á) = o

˘(x) and
[[÷(x)]]c˘(aw) = [[t˘(x)(a)]]c˘(w).

Knowing that (�, E) is a presentation for the monad M , we can write the algebraic
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the interpretation of f . We have
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ÈfO(o1, . . . , on), (a ‘æ fMX(f1(a), . . . , fn(a)))Í.
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˘ = Èo˘

, t
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˘(x) = o(x), t

˘(x) = t(x) and

o
˘(fMX(t1, . . . , tn)) = fO(o˘(t1), . . . , o

˘(tn)) (9)
t
˘(fMX(t1, . . . , tn))(a) = fMX(t˘(t1)(a), . . . , t

˘(tn)(a))

I Example 14. s, t ::= ı, s ü t, s +p t, x œ X for all p œ [0, 1]
s, t ::= s +p t, x œ X for all p œ [0, 1]
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Õ
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[[�]](aw) = [[t˘(�)(a)]](w)
[[·]] : DX æ [0, 1]Aú

x ‘æ 1
4 y ‘æ 3

4
”x

{x}
{x, y}
ÿ
X = {x, y}
A = {a, b}
Applying this construction to F = 2 ◊ (·)A and M = P, one transforms
Èo, tÍ : X æ [0, 1] ◊ (DX)A into Èo˘

, t
˘Í : DX æ [0, 1] ◊ (DX)A. The former is a non-

deterministic automaton and the latter is a deterministic automaton which has PX as states
space. In [?], see also [?], it is shown that, using the distributive law from Proposition 5, as
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The determinisation of the transition function t̄
˘
B : TCSBX æ (TCSBX)A and t̄

˘
T : TCST X æ

(TCST X)A are defined in the same way like t̄
˘ above.

The coalgebras Èō˘
B , t̄

˘
BÍ and Èō˘

T , t̄
˘
T Í give rise to morphisms [[·]]B : TCSBX æ [0, 1]Aú and

[[·]]T : TCST X æ [0, 1]Aú and corresponding behavioural equivalences: ©B and ©T . We call
©B the may trace equivalence for the NPLTS, and ©T the must trace equivalence.

I Example 20. Consider the convex closure of the NPLTS from Figure 1. We can syntactically
describe the sets of subdistributions reached by a state when performing a transition as
follows:

x
a≠æ x1 ü (x3 + 1

2
x2)

y
a≠æ y1 ü (y4 + 1

2
y2) ü ((y2 + 1

2
y4) + 1

2
y3)

x1
b≠æ x + 1

2
x3 y1

b≠æ y + 1
2

y4

x2
b≠æ x3 x2

c≠æ x y2
b≠æ y4 y3

c≠æ y

In the determinised system, we have

x
a≠æ x1ü(x3+ 1

2
x2) b≠æ (x+ 1

2
x3)ü(ı+ 1

2
x3) y

a≠æ y1ü(y4+ 1
2
y2)ü((y2+ 1

2
y4)+ 1

2
y3) b≠æ (y+ 1

2
y4)ü(ı+ 1

2
y4)ü((y4+ 1

2
ı)+ 1

2
ı)

for S1 = x1 ü (x3 + 1
2

x2) S2 = (x + 1
2

x3) ü (ı + 1
2

x3)

S
Õ
1 = y1 ü (y4 + 1

2
y2) ü ((y2 + 1

2
y4) + 1

2
y3)

S
Õ
2 = (y + 1

2
y4) ü (ı + 1

2
y4) ü ((y4 + 1

2
ı) + 1

2
ı)

Consider now the observations associated to the terms in the may-must semantics. We have
ō

˘(x) = [1, 1] = ō
˘(y) and hence

ō
˘(S1) = [1, 1] min-max([1, 1] + 1

2
[1, 1]) = [1, 1].

Analogously, ō
˘(SÕ

1) = [1, 1]. Furtheron

ō
˘(S2) = ([1, 1] + 1

2
[1, 1]) min-max([0, 0] + 1

2
[1, 1]) = [12 , 1]

and in the same way we derive ō
˘(SÕ

2) = [ 1
4 , 1].

Hence, x and y are not may-must trace equivalent: [[x]](ab) = ō
˘(S2) ”= ō

˘(SÕ
2) = [[y]](ab).

However, using MaxB , we get ō
˘
B(S2) = ō

˘
B(SÕ

2) as the intervals obtained via the may-must
observation over S2, S

Õ
2 have the same upper bound 1, which is the value returned by both

ō
˘
B(S2) and ō

˘
B(SÕ

2). Hence, [[x]]B(ab) = ō
˘
B(S2) = ō

˘
B(SÕ

2) = [[y]]B(ab). More generally, it
holds that x and y are may trace equivalent. We can elegantly prove this by using up-to
techniques, as shown in Section 8.
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follows:
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Consider now the observations associated to the terms in the may-must semantics. We have
ō

˘(x) = [1, 1] = ō
˘(y) and hence

ō
˘(S1) = [1, 1] min-max([1, 1] + 1

2
[1, 1]) = [1, 1].

Analogously, ō
˘(SÕ

1) = [1, 1]. Furtheron

ō
˘(S2) = ([1, 1] + 1

2
[1, 1]) min-max([0, 0] + 1

2
[1, 1]) = [12 , 1]

and in the same way we derive ō
˘(SÕ

2) = [ 1
4 , 1].

Hence, x and y are not may-must trace equivalent: [[x]](ab) = ō
˘(S2) ”= ō

˘(SÕ
2) = [[y]](ab).

However, using MaxB , we get ō
˘
B(S2) = ō

˘
B(SÕ

2) as the intervals obtained via the may-must
observation over S2, S

Õ
2 have the same upper bound 1, which is the value returned by both

ō
˘
B(S2) and ō

˘
B(SÕ

2). Hence, [[x]]B(ab) = ō
˘
B(S2) = ō

˘
B(SÕ

2) = [[y]]B(ab). More generally, it
holds that x and y are may trace equivalent. We can elegantly prove this by using up-to
techniques, as shown in Section 8.
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˘(y) and hence

ō
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Figure 1 NPLTS

smallest one. It is important to remark here that our resolutions di�er from those previously
proposed in the literature in the fact that they are reactive rather than fully probabilistic.
We observe that however this di�erence does not a�ect the greatest probability, and we
can therefore show that the may-trace coincides with the randomized Û-trace equivalence
in [?, ?, ?].

Synopsis We recall monads and algebraic theories in Section 2. We provide a presentation
for the monad C in Section 3 (Theorem 9) and combine it with termination in Section 4. We
then recall, in Section 5, the generalised determinisation and show an additional useful result
(Theorem 18). All these pieces are put together in Section 6, where we introduce our three
semantics and discuss their properties. The correspondence of the global view with the local
one is illustrated in Section 7 (Theorem 28). An extended version of the paper containing all
the proofs, additional examples and a proper treatment of the bisimulation up-to techniques
can be found in [?].

2 Monads and Algebraic Theories

In this paper, on the algebraic side, we deal with Eilenberg-Moore algebras of a monad on
the category Sets of sets and functions, for which we also give presentations in terms of
operations and equations, i.e., algebraic theories.

2.1 Monads

A monad on Sets is a functor M : Sets æ Sets together with two natural transformations: a
unit ÷ : Id ∆ M and multiplication µ : M

2 ∆ M that satisfy the laws µ ¶ ÷M = µ ¶ M÷ = id
and µ ¶ Mµ = µ ¶ µM .

We next introduce several monads on Sets, relevant to this paper. Each monad can be
seen as giving side-e�ects.

Nondeterminism The finite powerset monad P maps a set X to its finite powerset
PX = {U | U ™ X, U is finite} and a function f : X æ Y to Pf : PX æ PY , Pf(U) =
{f(u) | u œ U}. The unit ÷ of P is given by singleton, i.e., ÷(x) = {x} and the multiplication
µ is given by union, i.e., µ(S) =

t
UœS U for S œ PPX. Of particular interest to us in this

paper is the submonad Pne of non-empty finite subsets, that acts on functions just like the
(finite) powerset monad, and has the same unit and multiplication. We rarely mention the
unrestricted (not necessarily finite) powerset monad, which we denote by Pu. We sometimes
write f for Puf in this paper.
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The determinisation of the transition function t̄
˘
B : TCSBX æ (TCSBX)A and t̄

˘
T : TCST X æ

(TCST X)A are defined in the same way like t̄
˘ above.

The coalgebras Èō˘
B , t̄

˘
BÍ and Èō˘

T , t̄
˘
T Í give rise to morphisms [[·]]B : TCSBX æ [0, 1]Aú and

[[·]]T : TCST X æ [0, 1]Aú and corresponding behavioural equivalences: ©B and ©T . We call
©B the may trace equivalence for the NPLTS, and ©T the must trace equivalence.

I Example 20.

x ¿1 x1 ¿1 x2 ¿1 x3 ¿1

s ü t
(C)= s ü t ü s +p t

Consider the convex closure of the NPLTS from Figure 1. We can syntactically describe
the sets of subdistributions reached by a state when performing a transition as follows:

x
a≠æ x1 ü (x3 + 1

2
x2)

x
b,c≠æ ı

x1
a,c≠æ ı

x2
a≠æ ı

y
a≠æ y1 ü (y4 + 1

2
y2) ü ((y2 + 1

2
y4) + 1

2
y3)

x1
b≠æ x + 1

2
x3 y1

b≠æ y + 1
2

y4

x2
b≠æ x3 x2

c≠æ x y2
b≠æ y4 y3

c≠æ y

In the determinised system, we have

x
a≠æ x1ü(x3+ 1

2
x2) b≠æ (x+ 1

2
x3)ü(ı+ 1

2
x3) y

a≠æ y1ü(y4+ 1
2
y2)ü((y2+ 1

2
y4)+ 1

2
y3) b≠æ (y+ 1

2
y4)ü(ı+ 1

2
y4)ü((y4+ 1

2
ı)+ 1

2
ı)

for S1 = x1 ü (x3 + 1
2

x2) S2 = (x + 1
2

x3) ü (ı + 1
2

x3)

S
Õ
1 = y1 ü (y4 + 1

2
y2) ü ((y2 + 1

2
y4) + 1

2
y3)

S
Õ
2 = (y + 1

2
y4) ü (ı + 1

2
y4) ü ((y4 + 1

2
ı) + 1

2
ı)

Consider now the observations associated to the terms in the may-must semantics. We have
ō

˘(x) = [1, 1] = ō
˘(y) and hence

ō
˘(S1) = [1, 1] min-max([1, 1] + 1

2
[1, 1]) = [1, 1].

Analogously, ō
˘(SÕ

1) = [1, 1]. Furtheron

ō
˘(S2) = ([1, 1] + 1

2
[1, 1]) min-max([0, 0] + 1

2
[1, 1]) = [12 , 1]

and in the same way we derive ō
˘(SÕ

2) = [ 1
4 , 1].

Hence, x and y are not may-must trace equivalent: [[x]](ab) = ō
˘(S2) ”= ō

˘(SÕ
2) = [[y]](ab).

However, using MaxB , we get ō
˘
B(S2) = ō

˘
B(SÕ

2) as the intervals obtained via the may-must
observation over S2, S

Õ
2 have the same upper bound 1, which is the value returned by both

ō
˘
B(S2) and ō

˘
B(SÕ

2). Hence, [[x]]B(ab) = ō
˘
B(S2) = ō

˘
B(SÕ

2) = [[y]]B(ab). More generally, it
holds that x and y are may trace equivalent. We can elegantly prove this by using up-to
techniques, as shown in Section 8.
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B , t̄

˘
BÍ and Èō˘
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T , t̄
˘
T Í give rise to morphisms [[·]]B : TCSBX æ [0, 1]Aú and

[[·]]T : TCST X æ [0, 1]Aú and corresponding behavioural equivalences: ©B and ©T . We call
©B the may trace equivalence for the NPLTS, and ©T the must trace equivalence.

I Example 20. Consider the convex closure of the NPLTS from Figure 1. We can syntactically
describe the sets of subdistributions reached by a state when performing a transition as
follows:

x
a≠æ x1 ü (x3 + 1

2
x2)

x
b,c≠æ ı

x1
a,c≠æ ı

x2
a≠æ ı

y
a≠æ y1 ü (y4 + 1

2
y2) ü ((y2 + 1

2
y4) + 1

2
y3)

x1
b≠æ x + 1

2
x3 y1

b≠æ y + 1
2

y4

x2
b≠æ x3 x2

c≠æ x y2
b≠æ y4 y3

c≠æ y

In the determinised system, we have

x
a≠æ x1ü(x3+ 1

2
x2) b≠æ (x+ 1

2
x3)ü(ı+ 1

2
x3) y

a≠æ y1ü(y4+ 1
2
y2)ü((y2+ 1

2
y4)+ 1

2
y3) b≠æ (y+ 1

2
y4)ü(ı+ 1

2
y4)ü((y4+ 1

2
ı)+ 1

2
ı)

for S1 = x1 ü (x3 + 1
2

x2) S2 = (x + 1
2

x3) ü (ı + 1
2

x3)

S
Õ
1 = y1 ü (y4 + 1

2
y2) ü ((y2 + 1

2
y4) + 1

2
y3)

S
Õ
2 = (y + 1

2
y4) ü (ı + 1

2
y4) ü ((y4 + 1

2
ı) + 1

2
ı)

Consider now the observations associated to the terms in the may-must semantics. We have
ō

˘(x) = [1, 1] = ō
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x3
a,b,c›Ñ ‹



Results follow:
• Traces carry a convex semilattice

• The three trace semantics are convex semilattice homomorphisms

• Trace equivalences are congruences w.r.t. convex semilattice operations

• Coinduction up-to these operation is sound

• Both probabilistic and convex bisimilarity implies the three trace equivalences

• The equivalences are "backward compatible" with standard trace equivalences for 
nondeterministic and probabilistic systems

• The may-equivalence coincides with one in Bernardo, De Nicola, Loreti TCS 2014
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